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Abstract

In today’s organisations, knowledge is regarded as the key economic re-
source. The acquisition, retaining, development, and use of knowledge
resources is thus an important issue. Activities such as the ones named
before which take influence on the organizational knowledge base are
subsumed under the term knowledge management.

Knowledge management has often been regarded as a task which,
similarly to, e. g., software engineering, can be planned and implemen-
ted in structured development processes. There is evidence, however,
that these knowledge processes and meta processes often disregard the
particular knowledge management requirements of each individual, and
that organisational knowledge bases developed in these processes are
hard to maintain and to keep updated.

This thesis discusses two approaches which enable the individual to
practice personal knowledge management on-the-job with small entry
costs and little overhead. At the same time, both approaches include the
possibility of sharing knowledge resources with others, so that know-
ledge management activities can be performed in a collaborative fash-
ion without centralized control or planning. We call this self-organized
collaborative knowledge management.

The first part of the thesis introduces different aspects of solutions for
ontology-based peer-to-peer knowledge management (P2PKM). After the de-
scription of an application, the Courseware Watchdog, which can be used
for the management of personal learning objects and (among others) for
the sharing of semantic descriptions of learning objects in a peer-to-peer
network, two problems and possible solutions are discussed which arise
when building such a P2PKM application.

First we consider the problem of query routing within a P2PKM net-
work, i. e., the forwarding of query messages to peers which are likely to
be able to answer the respective query. A connected topic is the question
of suitable network topologies for routing; we introduce one possibility
of self organizing topologies that adapt such as to support query routing.

xv



For routing and topology construction, we need a way for peers to
assess a priori the contents of other peers, so that they can make appro-
priate routing decisions. We propose a strategy for the computation of
compact self descriptions of knowledge bases (and thus of peers) that
can be used for the self-organization of the network.

The second part of the thesis is concerned with another approach for
lightweight knowledge management, the so-called folksonomies. While
in the P2PKM approach formal, semantically rich descriptions of con-
tents were exchanged, folksonomies aim at simplifying the annotation
of resources as far as possible and thus at attracting large numbers of
users. In folksonomies, resources such as web bookmarks are annotated
by freely chosen keywords, so-called tags.

As they are very easy to use, folksonomy services have attracted large
user communities within a very short time. Therefore, large knowledge
bases are available which can be represented as hypergraphs.

We analyze the global structure of these hypergraphs with measures
from social network analysis. As the folksonomy graphs have a partic-
ular, non-standard structure, appropriate measures have to be defined.

As folksonomies are growing, typical information retrieval problems
have to be solved. As user queries can yield very large numbers of possi-
ble results, the results to be presented to the user need to be ranked and
selected. We develop a ranking algorithm for folksonomies, which fur-
thermore can be used to compute personalized rankings in accordance
to user preferences.

A related problem is the detection of structures and dependencies
within a folksonomy. We propose a method for the computation of
so-called association rules in folksonomies, generalized to the different
dimensions. Depending on the selection of input dimensions, we can
compute user communities sharing common interests, subsumption hi-
erarchies of tags, or groups of resources on a given topic. Together with
the abovementioned ranking algorithm, these clusters can be extended
to fuzzy clusters. The results of this rule mining can then be used, e. g.,
in the user interface of a folksonomy tool to provide recommendations.
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Zusammenfassung

In der heutigen Zeit wird Wissen in vielen Organisationen als die wich-
tigste ökonomische Ressource betrachtet. Die Akquisition, Bewahrung,
Entwicklung und Benutzung von Wissen ist daher eine wichtige Auf-
gabe. Solche Aktivitäten, die auf die Wissensbasis einer Organisation
einwirken, werden unter dem Begriff Wissensmanagement zusammenge-
faßt.

Wissensmanagement wurde oft als eine Aufgabe verstanden, die –
ähnlich wie im Software-Engineering – in strukturierten Entwicklungs-
prozessen eingeführt und geplant werden kann. Es zeigt sich allerdings,
dass solche Wissensmanagementaktivitäten oft nicht den Bedarf nach
der Verwaltung persönlicher Wissensressourcen jedes Einzelnen decken
können; weiterhin sind die Wissensbasen, die in solchen Prozessen er-
stellt werden, oft schwierig zu pflegen und veralten schnell.

In dieser Arbeit werden daher zwei Ansätze vorgestellt, die es dem
Einzelnen erlauben, persönliches Wissensmanagement mit kleinen Ein-
stiegskosten und geringem Mehraufwand während seiner täglichen Ar-
beit zu betreiben. Gleichzeitig zielen beide Ansätze darauf ab, dass die
Wissensressourcen jedes Einzelnen mit Anderen geteilt werden können,
so dass Wissensmanagementaktivitäten in kollaborativer Weise gebün-
delt werden. Dieses findet ohne zentrale Steuerung oder Planung statt;
wir sprechen daher von selbstorganisiertem, kollaborativem Wissensmana-
gement.

Im ersten Teil der Arbeit werden verschiedene Aspekte von Lösungen
im Bereich des ontologiebasierten Peer-to-Peer-Wissensmanagements (P2P-
KM) vorgestellt. Nach der Beschreibung einer Applikation, des Course-
ware Watchdog, die zur Verwaltung von persönlichen Lernobjekten und
(unter anderem) zum Austausch von semantischen Beschreibungen der
Lernobjekte in einem Peer-to-Peer-Netzwerk dient, werden zwei Pro-
bleme und Lösungsansätze diskutiert, die im Rahmen einer P2PKM-
Applikation zu lösen sind.

Zunächst wird auf das Problem des Routing von Anfragen in einem
P2PKM-Netzwerk eingegangen, d. h. des Weiterleitens von Anfragen
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zu geeigneten Peers, die möglicherweise eine Antwort auf die jeweilige
Anfrage liefern können. Verbunden damit ist die Frage nach geeigneten
Netzwerktopologien für das Routing; wir stellen eine Möglichkeit vor,
wie sich eine vorteilhafte Topologie selbst organisieren kann.

Dazu wird eine Möglichkeit benötigt, wie Peers im P2P-Netzwerk den
Inhalt anderer Peers a priori abschätzen können, um Routingentschei-
dungen zu treffen. Wir stellen eine Strategie zur Berechnung von kom-
pakten Selbstbeschreibungen von Wissensbasen und damit von Peers
vor, die für die Selbstorganisation des Netzes genutzt werden kann.

Der zweite Teil der Arbeit beschäftigt sich mit einem weiteren An-
satz für ”leichtgewichtiges“ Wissensmanagement, den sog. Folksonomies.
Während im ontologiebasierten P2PKM formale, reichhaltige Beschrei-
bungen von Inhalten ausgetauscht werden, zielen Folksonomies auf die
einfachstmögliche Annotation von Ressourcen durch große Benutzer-
gruppen ab. Dabei werden Ressourcen, z. B. Web-Lesezeichen, durch
frei gewählte Schlüsselwörter, sog. Tags, annotiert.

Durch die Einfachheit der Benutzung haben solche Dienste in kurz-
er Zeit große Benutzergemeinden erreicht. Dadurch werden sehr große
Wissensbasen verfügbar, die als Hypergraph darstellbar sind. Wir ana-
lysieren die globale Struktur des so entstandenen Hypergraphen mit
Maßen aus der Theorie sozialer Netzwerke; da es sich allerdings um
eine spezielle Graphstruktur handelt, müssen zunächst geeignete Ab-
wandlungen der Maße entwickelt werden.

Mit wachsender Größe stellen sich in Folksonomy-Systemen typische
Probleme aus dem Bereich des Information Retrieval. Wenn zu einer Be-
nutzeranfrage große Mengen an möglichen Resultaten präsentiert wer-
den können, muss einen Bewertung und Auswahl der Resultate erfol-
gen, die dem Benutzer präsentiert werden sollen. Wir stellen einen Ran-
king-Algorithmus für Folksonomies vor, der dieses leistet und darüber
hinaus personalisierte Rankings in Abhängigkeit von Benutzerpräferen-
zen erstellen kann.

Ein verwandtes Problem ist die Erkennung von Strukturen und Ab-
hängigkeiten in einer Folksonomy. Wir stellen ein Verfahren vor, das die
Berechnung von sog. Assoziationsregeln verallgemeinert auf die verschie-
denen Dimensionen einer Folksonomy. Je nach der Auswahl der Einga-
bedimensionen lassen sich damit z. B. interessenspezifische Benutzer-
gruppen, Subsumptionshierarchien zwischen Tags oder thematisch ver-
wandte Ressourcen errechnen. In Verbindung mit dem o. g. Ranking-
algorithmus lassen sich diese Strukturen zu unscharfen Clustern erwei-
tern. Die so gefundenen Gruppen oder Hierarchien lassen sich zur Un-
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terstützung des Benutzers einsetzen, z. B. um Vorschläge für die Wahl
geeigneter Tags zu unterbreiten.
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Overview of Author’s Contribution

Much of the work presented in this thesis originated from discussions
with colleagues, particularly in the Knowledge and Data Engineering
(KDE) Group at the University of Kassel, but also in the Knowledge
Management Group of the AIFB Institute at the University of Karlsruhe
and the Research Center L3S at the University of Hanover. In order to
clarify the original contributions of the author of this thesis, those parts
which stem from collaborative work with others will be defined more
clearly. All parts of the thesis which are not explicitly mentioned below
are the sole work of the author.

Chapter 4 describes the Courseware Watchdog, a system that was con-
ceived and implemented in the PADLR research project when the author
was with the Knowledge Management Group at AIFB Karlsruhe. The
work on the Watchdog was split between Julien Tane and the author.
The author contributed the connection to the Edutella network and the
focused crawler. Julien Tane contributed the ontology evolution, clus-
tering, and visualization modules. The overall conception, design, ar-
chitecture, and the integration efforts were carried out by both.

Section 8.1: The formal model of folksonomies resulted from numer-
ous discussions in the KDE working group.

Section 11.2: The general idea of applying a PageRank-like weight
spreading scheme to the ranking within folksonomies arose in discus-
sions in the KDE group. The author contributed the differential rank-
ing scheme that was finally used as well as the Matlab implementation
of the algorithm, including code to handle the large-scale datasets, and
conducted the experiments.

Section 11.3: The general idea of this section was conceived in discus-
sions with other KDE group members. The author provided the imple-
mentation, visualization, and conducted the experiments.
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1. Introduction

This thesis is entitled “Self-Organized Collaborative Knowledge
Management”. In this chapter, we will discuss the three aspects of
the title, introduce the main goals of the thesis, provide an overview,
and outline its contributions.

1.1. Self-Organized Collaborative Knowledge

Management

In this thesis, we will discuss methods for enabling and facilitating self-
organized collaborative knowledge management. Reading this title from the
back, we see three main topics of the thesis:

Knowledge Management: The thesis is concerned with knowledge man-
agement, i. e., the organization of knowledge assets and know-
ledge creation processes.

Collaboration: The main focus in on these knowledge processes happen-
ing between individuals in a collaborative fashion.

Self-Organization: Our goal is to enhance the space in which collabora-
tive knowledge creation and sharing takes place, such that know-
ledge processes can self-organize in a fashion that is most useful
for all participants.

In the following sections, we will explain these three components in
more detail and give a guide through the structure of this thesis and its
contributions.
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1.2. Knowledge Management

It is a truism nowadays to emphasize the dependency of organisations
and individuals on knowledge in order to compete successfully and to
work in a knowledge society; for example, the European Commission
has set itself the goal to become “the most dynamic and competitive
knowledge-based economy in the world” in its Lisbon Strategy (Eu-
ropean Commission, 2004). Knowledge management (KM) has been
recognized as an important task in order to maintain and improve an
organisation’s capabilities in the knowledge-driven business environ-
ment.

1.2.1. Definitions

The purpose of this thesis is not to give a comprehensive overview over
the KM area as a whole and the different facets and viewpoints in-
volved.

Still, in order to be able to talk about KM, we will need a definition
of “knowledge” and “knowledge management” to work with. Probst
et al. (2003) offer the following definitions (translated from German by
the author):

Knowledge is the entirety of skills and capabilities which is
used by individuals to solve problems. This entails theoretic
insights as well as practical every-day rules and instructions.
Knowledge is supported by data and information, but other
than these it is always tied to persons. It is constructed by in-
dividuals and represents their expectations about cause-and-
effect relations.

(Probst et al., 2003; p. 22)

Knowledge management (KM) is an integrated intervention
concept which is concerned with possibilities of shaping the
organizational knowledge base.

(Probst et al., 2003; p. 23)

These definitions provide the outline for the activities and approaches
detailed in the rest of the thesis.
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1.2.2. Knowledge Management Approaches

Process and Product Oriented KM Approaches

In different viewpoints on KM and the conceptual frameworks that exist
to structure KM efforts, two classes of approaches can be distinguished
(see (Abecker, 2004; Chapter 1) for a detailed discussion):

Product Oriented Approaches consider knowledge as a product that can
be captured and manipulated like any other resource and thus be
managed in the traditional sense.

Process Oriented Approaches emphasize the knowledge creation process
between individuals. Knowledge as such is not considered “man-
ageable”; the subject of management is the environment in which
knowledge processes take place.

As will be argumented below, the focus of this thesis is less on the
modeling and representation of knowledge than rather on the enabling
and facilitation of knowledge exchange between individuals, thus we
follow the latter approach.

Structured KM Methodologies

As in software or business process engineering, process models and
methodologies have been established in order to guide knowledge pro-
cesses and meta processes (Sure, 2003; Schreiber and de Hoog, 1999).

These methodologies prescribe process stages to be completed, tools
to be used, and artifacts to be created to implement KM measures. The
aspiration to a systematic, deterministic procedure can be exemplified in
the following principles from the CommonKADS methodology (Schrei-
ber and de Hoog, 1999; p. 15ff):

• “Knowledge engineering is not some kind of ‘mining from the ex-
pert’s head,’ but consists of constructing different aspect models
of human knowledge.”

• “The knowledge-level principle: in knowledge modelling, first con-
centrate on the conceptual structure of knowledge, and leave the
programming details for later.”

• “Knowledge has a stable internal structure that is analyzable by
distinguishing specific knowledge types and roles.”
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• “A knowledge project must be managed by learning from your
experiences in a controlled ‘spiral’ way.”

These rather strict KM processes disregard, however, that knowledge
creation and sharing often occurs in unexpected ways and that the over-
head of adhering to strict practices may keep individuals from sharing
knowledge in the first place.

SECI and Ba

Rather different from the abovementioned view on KM methodologies
as a set of deterministic, engineered processes, another school of thought
questions the manageability in the abovementioned sense of KM related
efforts:

It is our strong conviction that knowledge cannot be man-
aged, only enabled. Since the publication of The Knowledge-
Creating Company by Nonaka and Takeuchi in 1995, the con-
cept of knowledge as competitive advantage of a firm has
been drawing considerable attention from the corporate world
and management academics. [. . . ] However, the term man-
agement implies control of processes that may be inherently
uncontrollable or, at least, stifled by heavy-handed direction.

From our perspective, managers need to support knowledge
creation rather than control it [. . . ]

(Nonaka and Nishiguchi, 2001; p. vii)

Accordingly, Nonaka and Nishiguchi do not discuss detailed process
models, implementation phases, or technologies to attain knowledge-
related goals, but rather emphasize the importance of providing the
right environment for knowledge creation.

In their works about enabling knowledge creation in companies (Non-
aka and Takeuchi, 1995; von Krogh et al., 2000; Nonaka et al., 2000; Non-
aka and Nishiguchi, 2001), they have outlined three major components
of a successful knowledge creating process (see Figure 1.1):

The SECI Knowledge Conversion Process: In this process, knowledge is cre-
ated, transferred, and expanded via successive conversions be-
tween explicit knowledge—knowledge that is codified in an exter-
nal representation—and tacit knowledge—knowledge that is only
present in the minds of individuals.

4



1.2. Knowledge Management

Figure 1.1.: Three elements of the knowledge-creating process (from
(Nonaka et al., 2000))

This also entails the communication of knowledge between indi-
viduals, either by socialisation—sharing tacit knowledge through
common experiences and face-to-face meetings—as well as by ex-
ternalizing knowledge by one individual and subsequent internal-
isation by another.

Ba: The SECI process needs a space in which the knowledge conver-
sions can take place. Nonaka and Takeuchi (1995) use the term
ba to designate this environment. Ba is a Japanese word roughly
meaning “space”, but not only in the sense of place and time,
but rather as “a concept that unifies physical space such as an of-
fice space, virtual space such as e-mail, and mental space such as
shared ideals.” (Nonaka et al., 2000)

Ba thus comprises, among others, the organizational, cultural, and
technological dimensions of the place where knowledge creation
and sharing between people takes place.

Moderator: While, in the opinion of Nonaka et al., knowledge can not be
“managed” as such, a moderator—e. g. a manager in a company—
can influence the knowledge creation process by shaping and par-
ticipating in the ba.
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In this thesis, the goal will be to provide systems and thus technical
foundations for a ba in which knowledge sharing among individuals in
the SECI process can take place efficiently and effectively.

Personal Knowledge Management

In addition to KM solutions that are implemented in an organization
in a centralized fashion, there are always bits and pieces of personal
knowledge captured, e. g., in the documents on a personal computer
which will be managed by each individual knowledge worker on his
own.

Tsui (2002) lists a variety of tools for personal KM that are used on a
day-to-day basis by knowledge workers under the pressure of captur-
ing knowledge on-the-job with a minimal overhead. Examples for these
tools include Personal Information Managers (PIM), email applications,
mind-mapping tools, or office documents with search capabilities on the
user’s personal computer.

One important question regarding the usefulness of KM tools is their
integrability into each individual’s personal workflow. Davenport (2006)
stresses that “[i]n fact, ‘integrating knowledge management into busi-
ness processes’ was selected as the most important issue of knowledge
management in a 2002 survey”, and further, “[w]hile there are several
ways to bake knowledge into knowledge work, the most promising ap-
proach is to embed it into the technology that knowledge workers use
to do their jobs”.

In this thesis, we adopt this point of view and focus on two KM para-
digms that emphasize on the individual’s requirement of little overhead
and little interruption of the personal workflow.

1.3. Collaborative KM Beyond Structured Processes

1.3.1. Collective Abilities and Informal Networks

From the discussion of the knowledge-creating process in Section 1.2.2,
it is clear that knowledge management depends heavily on the collec-
tive abilities of many persons who share knowledge and expand and
enrich it in the process. Probst et al. (2003; p. 20) state that “collective
knowledge, which comprises more than the sum of the knowledge of
a number of individuals, is of particular importance for the long-term
survival of an organisation” (translated by the author). This collective
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knowledge often turns out to develop outside the boundaries of corpo-
rate hierarchies and processes.

Davenport and Prusak (1998) consider the daily practice of know-
ledge workers as opposed to pre-determined organisational structures
and processes. They use a metaphor of ”knowledge markets” (Daven-
port and Prusak, 1998; p. 25f), in which buyers, sellers, and brokers
interact to distribute knowledge. Factors such as altruism, trust, reci-
procity, and repute are presented as the pricing system within these
markets. The knowledge markets often disregard formal organizational
structures and are driven by pragmatic factors: ”Knowledge markets
cluster around formal and informal networks, so providing informa-
tion about these networks is a good way to make knowledge visible”
and further (Davenport and Prusak, 1998; p. 38): ”What sounds like
workplace gossip is often a knowledge network updating itself.” Krack-
hardt and Hanson (1993) support the observation that the actual work-
ing practice in organisations often circumvents the official hierarchies
and reporting relationships and develops its own network structure.

1.3.2. The Cathedral and the Bazaar: The Knowledge Acquisition
Bottleneck

Aside from the above-mentioned “unmanageability” of knowledge as
claimed by Nonaka et al., there are further problems with the kind of
knowledge artifacts that are produced in heavily structured knowledge
processes. Wagner (2004), for example, points out that formalized know-
ledge representations as the outcome of knowledge processes such as
described in (Sure, 2003) suffer from several difficulties:

“Narrow bandwidth. The channels that exist to convert orga-
nizational knowledge from its source (either experts or
documents, or transactions) are relatively narrow.

Acquisition latency. The slow speed of acquisition is frequent-
ly accompanied by a delay between the time when know-
ledge (or the underlying data) is created and when the
acquired knowledge becomes available to be shared.

Knowledge inaccuracy. Experts make mistakes and so do data
mining technologies (finding spurious relationships). Fur-
thermore, maintenance can introduce inaccuracies or in-
consistencies into previously correct knowledge bases.
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Maintenance Trap. As the knowledge in the knowledge base
grows, so does the requirement for maintenance. Fur-
thermore, previous updates that were made with insuf-
ficient care and foresight (‘hacks’) will accumulate and
will render future maintenance increasingly more diffi-
cult [. . . ].”

Problems such as these occurring when knowledge is to be elicited
for use in a KM system have been called the knowledge acquisition (KA)
bottleneck (Hayes-Roth et al., 1983). Similar arguments are made for the
special case of ontology development by Hepp (2007), namely, that on-
tology construction is often too time-consuming, too costly, and does
not reflect the end users’ understanding of the domain; furthermore,
he stresses that there are conflicts for knowledge workers splitting their
efforts between contributing to ontology maintenance and doing their
actual work.

Wagner draws a parallel between the situation in knowledge man-
agement and a dichotomy present in open-source software engineering.
As pointed out by Raymond (1998), there are two basic models of or-
ganization for free software projects: in the Cathedral model, software
is built by “carefully crafted by individual wizards or small bands of
mages”, who control the development process and release versions of
the software to the public. On the other hand, in the Bazaar model, ev-
erybody is invited to contribute according to his own possibilities. Un-
finished versions of the software systems are available to the public, so
that debugging and testing can be supported by a large number of early
users. Transferred to the KM setting, a bazaar-style development of KM
tools and processes would mean that a participatory style of interaction
would be encouraged in order to get as much user input as possible,
even if it meant that users would have to deal with less-then-perfect
responses from the system at times.

Another parallel which we see in software engineering is the shift
from top-down, heavily structured methodologies such as the Rational
Uniform Process (RUP) (Jacobson et al., 1999) to agile software devel-
opment methodologies such as Extreme Programming (XP). The latter,
for example, proposes simplicity, rapid feedback and embracing change as
its fundamental principles (Beck, 2000). These principles dictate that
functionality be added in incremental steps such that new code can be
integrated and tested immediately and fed back into the development
lifecycle. The development cycles are thus shortened to their absolute
minimum, while heavyweight processes such as the RUP assume that
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after thorough analysis and design phases, a more or less finished soft-
ware system will be implemented at the end.

The emphasis in heavyweight processes on completing analysis and
design prior to actually implementing a software system may lead to
what has been called “Analysis Paralysis” and “Death by Planning”
(Brown et al., 1998)—software systems that never get out of the analysis
or design phases, because too much emphasis is put on getting every
analysis and design decision right the first time before implementation
commences. Thus, by the time a system would finally be implemented,
it might have become obsolete already. In this thesis, we will thus focus
on two KM paradigms that encourage the participation of large num-
bers of users in a KM system by lowering the effort needed to contribute.
This way, even if the quality of each individual contribution is lower
than in a more structured KM endeavour, the chance that a “right” an-
swer for a user’s knowledge need will be present in the system can be
increased.

1.4. Self-Organization and Knowledge Management

In order to minimize the burden for each individual, and to allow for
the unforeseen knowledge exchanges and informal networks described
above, we will focus on self-organized KM in this thesis. Self-organi-
zation has been the research topic for efforts from many different disci-
plines, including physics, social sciences, cybernetics, and many others.
The goal of this thesis is to build useful knowledge management solu-
tions in a fashion that relies on the self-organization capabilities of the
KM system.

While the core topic of this thesis is not the science of self-organization
per se, we will briefly introduce the main ideas, the nomenclature, and
some related work in order to provide the necessary background in the
area. According to Heylighen (2001), self-organization is “the appear-
ance of structure or pattern without an external agent imposing it.” This
term thus describes the possibility of a system of interacting entities
(molecules in a liquid, animals in a swarm, humans in a crowd), un-
der certain conditions, to turn into a state which exhibits order, without
any external agent forcing the system to do so. In the following, we
will briefly introduce the main nomenclature for use in later chapters
of this thesis, following Lucas (2002) and Heylighen (2001), relate self-
organization to KM, and point out its role as an overarching paradigm
for this thesis.
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System: A number of interacting entities surrounded by a distinguish-
able boundary.

State Space: The set of all possible combinations of states of its constitu-
ent parts available to the system.

Fitness Landscape: Each state in the state space can be mapped to a value
denoting its fitness as measured by a given fitness function. Plot-
ting this fitness value in an additional dimension yields a fitness
landscape, in which the fittest and least fit states are maxima and
minima, respectively.

Attractor: An attractor is a local maximum of the fitness landscape, i. e.,
a point to which the system may converge if it follows the gradient
towards higher fitness values in a so-called adaptive walk.

Basin of Attraction: A basin of attraction is the set of states surrounding
an attractor which will converge to that particular attractor.

In this terminology, self-organization means that the system moves
through its state space, until it finally converges to an attractor that ex-
hibits a higher amount of order than the state it started from.

In this thesis, we will follow the process-oriented view on KM and
propose two kinds of systems that can enhance the possibilities of know-
ledge workers to share and create knowledge in a collaborative fashion.
The goal is to minimize the overhead and restrictions that are imposed
on the individual when he or she tries to capture, share, or obtain know-
ledge, i. e., “lowering the knowledge transaction costs” (Prusak and
Weiss, 2006). In this sense, the goal is to provide and shape an appro-
priate Ba that supports the knowledge creation and sharing process as
much as possible. The two approaches we will examine—semantic P2P
systems and folksonomies—each provide the technological foundation
for a space in which knowledge sharing can take place.

Put another way in self-organization terminology, we aim to create
environments for self-organized KM systems that have attractors with
the largest possible basins and the highest fitness values regarding use-
fulness for the users. We will try to achieve this, e. g., by implanting ap-
propriate local behavior into peers or by supporting folksonomy users
in their tagging behavior. Furthermore, we will observe KM systems
through their evolution and analyze their way through the state space.
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1.5. Contributions of this Thesis

In order to build such environments in which lightweight, collaborative
knowledge creation and sharing can take place, we will address the fol-
lowing research questions.

Peer-to-peer Knowledge Management

1. What can end-user applications for semantic P2PKM look like?

We will demonstrate in a prototype from the e-learning domain
what an end-user application to be used in a P2PKM network
could look like. It incorporates a number of modules which con-
tribute to a unified knowledge base of the user’s learning objects,
which can be shared in a P2P network.

2. How can semantic topologies in P2PKM networks organize themselves?

In order to facilitate routing of messages and discovery of peers
with similar interests, we employ greedy network rewiring strate-
gies that optimize the network topology without any centralized
control.

3. How can peers be described automatically to facilitate routing and the
self-organization of the topology?

We provide an algorithm that allows for the concise representation
of knowledge bases, such that peers can describe themselves se-
mantically. These self-descriptions can then be used to make rout-
ing and rewiring decisions.

Folksonomies

1. What are the structural properties of folksonomies?

We provide a formal model of folksonomies, and introduce mea-
sures for their global structural properties. According to these
measures, the evolution of two large-scale folksonomy datasets is
examined over the course of more than one year each.

2. How can users be supported when searching and browsing folksonomies?

For the presentation of folksonomy contents to the user, a rank-
ing of results is needed in order to present the relevant resources
most prominently. We develop a personalized ranking algorithm
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for folksonomies that can also be used to trace the connections be-
tween the dimensions of a folksonomy, e. g., by highlighting the
most relevant resources for a given set of tags or vice versa.

3. Can additional, useful information be mined from folksonomies?

In order to support the user in browsing the folksonomy and to
generate useful recommendations, we will reduce the folksonomy
to two dimensions using various projections, and mine the struc-
ture of the folksonomy to extract association rules. From these
rules, recommendations can be generated and communities can
be extracted.

We also show how the crisp, rule-based results from this mining
step can be extended to fuzzy sets of topically related tags, users,
or resources with the abovementioned ranking algorithm.

1.6. Structure of this Thesis

As this thesis is concerned with two different approaches for self-orga-
nized collaborative knowledge management, namely, peer-to-peer know-
ledge management and folksonomies, Part I of the thesis covers peer-to-
peer knowledge management, while Part II is concerned with folksono-
mies.

Chapters 2 and 3 start the first part with an introduction to P2PKM
and the Semantic Web. In Chapter 4, we describe the Courseware Watch-
dog, a tool for P2PKM based on Semantic Web technology. The follow-
ing chapters discuss two particular issues that need to be solved in a
P2PKM environment: Chapter 5 deals with the problem of query routing
in a semantic P2P system. Another building block for semantic topolo-
gies is introduced in Chapter 6, namely, the provision of concise self-
descriptions of peers in a semantic P2PKM system.

The second part of the thesis discusses folksonomies as a second ap-
proach for lightweight, collaborative KM. After an introduction to folk-
sonomies in Chapter 7, we present a formal model for folksonomies in
Chapter 8. Chapter 9 gives a detailed description of the the datasets we
will use throughout Part II. In Chapter 10, we examine the small-world
properties of folksonomies, giving an overview over the structure of the
folksonomies as a whole. Two algorithms for mining and ranking on
folksonomies are discussed in Chapter 11, as well as the combination of
both. Chapter 12 concludes the thesis with an outlook on future work
and research directions.
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Peer-to-Peer Knowledge Management
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2. Motivation, Use Cases, and
Existing Systems

In this chapter, we will motivate why the combination of peer-to-
peer technology and knowledge management efforts is a promising
one. We will showcase some existing systems and describe use cases
in which KM in P2P systems can yield a benefit over centralized
solutions.

2.1. Motivation

“The story is clear: the internet was designed with peer-to-peer appli-
cations in mind, [. . . ]” (Oram, 2001; p. 18) In his seminal book, Oram
argues that the very structure of the internet is targeted at a peer-to-peer
interaction pattern.

In the same volume, Shirky (2001) offers two definitions of the term
“Peer-to-Peer”:

Peer-to-peer is a class of applications that takes advantage of
resources—storage, cycles, content, human presence—available
on the edge of the Internet.

[. . . ]

So if you’re looking for a litmus test for peer-to-peer, this is
it:

1. Does is allow for variable connectivity and temporary
network addresses?

2. Does it give the nodes at the edges of the network sig-
nificant autonomy?
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Although the World Wide Web would not be considered to be a P2P
system according to these definitions, it was originally conceived much
more as a collaboration platform (Berners-Lee, 1999), in which users
act as information providers and consumers at the same time, than as
the client-server communication platform is has been during the first
decade of its existence. At that time, the web was largely dominated by
relatively few large web sites such as Amazon or Google, which are con-
sumed by many individual users. Only recently, with the “rise of social
software” (Tepper, 2003), a person-to-person kind of communication is
being re-established in the shape of blogs, wikis, and P2P applications.

Furthermore, the Semantic Web as an extension of the web in which
available content is given a meaning was designed with the idea in mind
that information can be gleaned from various sources in a piecemeal
fashion and integrated (Berners-Lee et al., 2001)—a paradigm which,
though the original paper speaks of “agents”, is ideally suited for a P2P
application.

2.1.1. Peer-to-Peer and the Semantic Web

Against this background, Stuckenschmidt et al. (2006) argue that the Se-
mantic Web and P2P will make an ideal combination of technologies.
On the one hand, a sophisticated knowledge management system in a
centralized fashion takes a considerable amount of effort to setup and
maintain; thus, a certain investment must be made before the first ben-
efits can be reaped. On the other hand, P2P systems run on users’ ma-
chines can provide immediate rewards by making resources on other
users’ desktops available for everyone, such that, for example, dupli-
cate work yielding redundant results can be eliminated.

Still, without sophisticated knowledge representation mechanisms,
such as those available in the Semantic Web, these systems will only
be able to support a limited set of operations, e. g. keyword searches,
so that the resources which other users are willing to share cannot be
exploited to their full potential. Thus, the combination of Semantic Web
and P2P technology opens up a feasible way of combining rich know-
ledge representation formalisms on the one hand with low overhead
and immediate benefit on the other hand. In the following, we will ex-
plore different use cases which can benefit from a Semantic P2P infras-
tructure.
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2.2. Use Cases

2.2.1. Knowledge Sharing within Communities of Interest

As an example of a community of interest, consider university lecturers
in a particular domain, e. g., database management systems. Any one
of these lecturers will have a considerable amount of learning objects on
his personal computer, including lecture slides, exercises, and practice
exams.

If a lecturer is willing to share his resources and associated metadata
such as “exercise 4.3 is about the third normal form, which is treated
in the fourth chapter of my lecture, for which there are slides in http:

//.../slides dbms 4.ppt” on a peer-to-peer network, other lecturers will be able
to pinpoint relevant material on a given topic and make use of these
resources.

2.2.2. The Social Semantic Desktop

Another possible application of semantic P2P networks that is currently
being researched in projects such as Nepomuk1 is the Social Semantic
Desktop. Every user of desktop applications is faced with the problem
that the office documents, emails, bookmarks, contacts, and many other
pieces of information on their computers are being processed by iso-
lated applications which do not maintain the semantic connections and
metadata that apply to the resources.

For example, an email pertaining to a particular appointment, hav-
ing attached a spreadsheet with relevant information, will usually be
split into three disconnected parts upon being received: the appoint-
ment goes into the calendar, the mail text stays in the mail system, and
the spreadsheet file is saved into some folder in the file system.

Semantic desktop applications such as Haystack (Quan and Karger,
2004) or Gnowsis (Sauermann et al., 2006) are aiming at a solution of
this kind of problems by employing Semantic Web technology to rep-
resent metadata about resources dealt with in desktop applications, so
that explicit semantic relationships between units of information can be
retained.

Connecting these semantic desktops by a P2P network is the idea put
forward by Decker and Frank (2004). They call the result the Networked
Semantic Desktop or Social Semantic Desktop (the latter name being the one

1http://nepomuk.semanticdesktop.org/
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most commonly used today). This idea has received a lot of attention
lately and has spawned a successful series of workshops (Decker et al.,
2005, 2006).

2.2.3. Large-Scale Knowledge Sharing about People: Social
Networks

On-line social networks such as Orkut2, LinkedIn3, or Facebook4 are at-
tracting large numbers of users who are willing to describe themselves
in user profiles in order to discover and be discovered by friends or po-
tential new acquaintances. Similarly, Friend-of-a-Friend (FOAF) pro-
files5 stored on conventional web servers are seeing widespread use
by people who want to provide machine-interpretable descriptions of
themselves in order to weave a social network with their friends, col-
leagues, and relations.

As these user profiles are inherently connected to a particular person,
the logical step would be to have the profile of each user on the user’s
personal laptop or portable device, so that the user can take “his” peer
with him, keep the profile up to date, and have control over who is or is
not allowed to peruse his profile, instead of uploading it to one or more
central servers.

2.3. Existing Systems

In the following, we will briefly review existing semantic P2P systems
which have been developed recently for a variety of use cases similar to
those detailed in the previous sections.

2.3.1. Edutella and the Courseware Watchdog

The goal of the PADLR6 project was to “produce a distributed learning
web infrastructure, which will facilitate greater flexibility and function-
ality at all levels of university teaching. This will enable knowledge and

2http://www.orkut.com/
3http://www.linkedin.com/
4http://www.facebook.com/
5http://www.foaf-project.org/
6Personalized Access to Distributed Learning Repositories
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learning materials to be constantly restructured and remodeled, and so
[they] can be individually accessed as and when they are needed”.7

Towards this goal, we have developed the Courseware Watchdog ap-
plication, which is discussed in more detail in Chapter 4. Using the
watchdog, teachers as well as learners can model learning resources us-
ing Semantic Web knowledge representations and share these metadata
over a P2P network called Edutella (Nejdl et al., 2002). The Courseware
Watchdog in connection with Edutella thus supports use cases such as
the first one from Section 2.2.1.

2.3.2. Bibster

Another semantic P2P application targeted at a particular use case is Bib-
ster (Broekstra et al., 2004), developed in the SWAP8 project. In Bibster,
bibliographic records of publications are represented in RDF and shared
over a semantic P2P network. Other than the Courseware Watchdog,
Bibster and its user interface are restricted to a publication sharing use
case.

In addition to a special user interface providing access to standard
bibliographic metadata such as author, title, etc., Bibster provides the
possibility of classifying publications according to an ontology and aims
at improving the user’s experience by employing techniques for ontol-
ogy evolution, so that each user can streamline his or her classification
system.

2.3.3. Conzilla/SHAME

Conzilla (Nilsson and Palmér, 1999) is dubbed a concept browser by its
creators. Mainly, it provides a graphical interface for drawing context
maps—graphical knowledge representations. As the Conzilla data rep-
resentation is done in RDF, its backend can be connected to semantic P2P
networks, in this case Edutella, as well, yielding a platform in which end
users can exchange their graphical knowledge representation and even
draw queries against the network graphically. The focus of Conzilla and
SHAME, however, is on modeling knowledge and on customizable user
interfaces rather than on being a P2P client.

A related application from the same group, SHAME (Naeve et al.,
2005), also connects to the Edutella network. Other than Conzilla, it

7PADLR project homepage; http://www.l3s.de/english/projects/padlr.html
8Semantic Web and Peer-to-Peer; http://swap.semanticweb.org/
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is not using a graphical notation. Instead, it builds custom user inter-
faces from standard building blocks—text fields, lists, and the like—
dynamically from RDF schemas.

2.3.4. Edamok

The Edamok (Bonifacio et al., 2004) system provides an infrastructure
for distributed knowledge management. One of the key focuses is the
mediation and mapping between different knowledge representation
schemes—so-called contexts—on users’ peers. This is accomplished by
reducing the context mapping to a satisfiability problem in proposi-
tional logic, and using a SAT solver to compute mappings. Other than
the other tools introduced here, Edamok does not use RDF to represent
knowledge, but a proprietary, XML-based format for expressing con-
texts.

2.3.5. DBin

While the P2P parts of the aforementioned systems follow a similar
approach—peers maintain knowledge bases and queries are forwarded
between peers in order to find relevant information—the DBin system
(Tummarello et al., 2006) uses a different approach. It is argued that
peers should not have to answer queries unselfishly, possibly bearing a
high load in order to serve other peers. Instead, peers join groups, and
in those groups so-called GUEDs (Group URI Exposing Definitions) are
used as a profile describing which parts of RDF graphs are of interest to
that particular group.

Those parts of the knowledge base of each peer matching the GUED
are then propagated within the group, so that the knowledge bases of
each peer grow monotonously, finally replicating the group knowledge
on each peer. All querying operations in DBin can thus be processed
locally at each user’s peer. DBin also includes a flexible user interface
based on so-called Brainlets, which can contain interface descriptions
as well as canned queries which users can pose in a query-by-example
fashion.

2.4. Conclusion and Outlook

In this chapter, we have outlined the idea of P2P knowledge manage-
ment, described use cases and some actual P2PKM implementations. In
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the remainder of this part, we will look closer at some of the problems
that need to be addressed when building P2PKM applications based on
Semantic Web technology.

In order to introduce the relevant concepts and nomenclature, we will
give a brief overview of the Semantic Web and related technologies in
Chapter 3. Particularly, we will define our understanding of ontologies
as a base technology for semantic P2P knowledge management, and
show how ontologies can be used to measure the similarity of entities
in the P2PKM system.

When semantically annotated resources are to be shared in a P2P net-
work, one of the main issues that need to be addressed is how other
peers may find these resources, for example, learning objects of a par-
ticular kind on a given topic. This issue can be decomposed into two
problems. First, there must be a way of describing the contents of each
peer in a way that can be used in the network to guide routing. This im-
plies that short descriptions of peers’ contents need to be found. Second,
given this information, an appropriate way of structuring the network
topology and routing query messages has to be found, such that con-
tents can be retrieved with as little as possible network load.

First of all, however, we will address the need for an end-user ap-
plication that allows for managing knowledge and sharing it on a P2P
network. Users will have to be provided with a sufficiently easy-to-use
application to participate in a semantic P2P network. In Chapter 4, we
will introduce the P2PKM application that we have developed, namely,
the Courseware Watchdog, in more detail. In this case, the application
is targeted at an e-learning use case, but similar tools could be used in
other use cases as well.

Afterwards, we will focus on the other two of the abovementioned
problems within P2PKM applications. In Chapter 5, we will show how
network topologies beneficial for query routing can self-organize in a
P2PKM network. In Chapter 6, a method for computing so-called exper-
tises, i. e., semantic self-descriptions of peers, is proposed. These exper-
tises are necessary in order to allow peers to make routing decisions and
rewire the network topology.
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As the following chapters will be concerned with peer-to-peer know-
ledge management systems realized using Semantic Web technol-
ogy, we will first clarify the relevant terminology about the Seman-
tic Web, ontologies, and ontology-based metrics in this chapter.

3.1. Introduction

In order to build P2PKM applications, we will make use of technologies
that are used in an extension of the current web named the Semantic
Web. To quote from the original article coining the term:

The Semantic Web will bring structure to the meaningful con-
tent of Web pages, creating an environment where software
agents roaming from page to page can readily carry out so-
phisticated tasks for users.

(Berners-Lee et al., 2001)

The idea of the Semantic Web is thus to enrich the current web with
machine-interpretable annotations. This enables automatic reasoning
over distributed information, so that, e. g., software agents can infer
useful new information and create value for the user. In order to imple-
ment this vision, several building blocks will be needed. There need to
be languages for asserting statements about resources on the web, for
describing the concepts and relationships within application domains,
and for expressing rules.

While detailing the full spectrum of ideas and technologies subsumed
under the label “Semantic Web” would be beyond the scope of this chap-
ter, we will briefly introduce the main concepts as far as needed in the
remainder of this thesis. For a full introduction to the Semantic Web,
refer to Antoniou and van Harmelen (2004).
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3.2. The Layer Cake

The various protocols and mechanisms that are necessary to build a Se-
mantic Web in the aforementioned sense are usually displayed in a so-
called layer cake, i. e., in a number of layers where each layer builds upon
the services and abstractions provided by the ones below it.

Figure 3.1.: The Semantic Web Layer Cake (taken from (Antoniou and
van Harmelen, 2004), adapted from presentations by Tim Berners-Lee)

In the following, we will give a brief overview over the layers.

Unicode: Unicode is a character encoding standard which enables en-
coding characters in many different languages, including non-La-
tin ones such as Arabic, Hebrew, or Japanese.

URI: URIs (Uniform Resource Identifiers) (Berners-Lee et al., 2005) are
identifiers for any kind of resource that should be described on the
Semantic Web.

XML, Namespaces, and XML Schema: XML is the eXtensible Markup Lan-
guage (Bray et al., 2006) which can be used to serialize tree-shaped
data structures. It includes the concept of namespaces: namespaces
serve to separate different elements that may otherwise clash due
to their having the same name; by making the namespace a part
of the element name, name clashes can be avoided. Namespaces
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are identified by URIs. XML documents can be constrained by so-
called Document Type Definitions (DTD) (Bray et al., 2006), which
describe classes of valid XML documents for a particular applica-
tion. Similar to DTDs, which are written in a language other than
XML, XML Schemas (World Wide Web Consortium, 2004) allow to
describe valid documents in XML and offer additional possibilities
when describing data types.

Digital Signature: As the Semantic Web is about giving meaning to con-
tents in order to enable automatic processing by agents, there has
to be a mechanism for validating the authenticity of contents. This
will be provided by digital signatures.

RDF and RDF Schema: RDF, the Resource Description Framework, is a lan-
guage for describing resources on the web. Describing resources
here means asserting statements of the shape (subject, predicate, ob-
ject) about resources, wherein subject and predicate are resources
themselves, and object can be either a resource or a literal value.

As an example, consider a representation of the following sen-
tence: there is a thesis “Thesis 1” that was published at the Univer-
sity of Kassel, and that has the title “Self-Organized Collaborative
KM”.

In RDF, this would be expressed in the following statements:

Subject Predicate Object
uniks:thesis1 swrc:school uniks:uni-kassel
uniks:thesis1 swrc:title “Self-Organized Collaborative KM”

in which uniks and swrc are XML namespaces. Similar assertions
can be added about the resource uniks:uni-kassel, and uniks:thesis1
can also be the object of other statements. Thus, a set of statements
makes up a labeled graph of RDF resources.

In addition to RDF, RDF Schema contains language elements for
the description of classes and properties. RDF Schema coincides to a
large extent with the notion of ontologies which we will introduce
in Section 3.3, thus we skip the details here.

Ontology Vocabulary: The ontology layer of the Semantic Web layer cake
consists of three different variants of the Web Ontology Language
(OWL). The three flavours of OWL, namely, OWL Lite, OWL DL,
and OWL Full, offer different levels of expressivity, the first two
corresponding to two different description logics (Baader et al.,
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2003). They enable the description of concepts in terms of con-
straints, e. g., “father” could be expressed as “all instances of ‘man’
that are also in a ‘has-child’ relation to another instance”.

Note that for the remainder of this thesis, we will restrict our us-
age of the term “ontology” to the definition of Section 3.3, which
is more similar to the capabilities provided by the RDF Schema
language and does not make use of advanced OWL constructs.

The remaining layers of the Semantic Web layer cake will not be need-
ed in this thesis; we describe them briefly for the sake of completeness.

Logic: While the ontology layer can represent simple rules, e. g., the def-
inition of “father” above could be read as “if X is a man and X
has-child Y , then X is a father”, the logic layer is intended to pro-
vide more powerful rule languages.

Proof: As the Semantic Web is about machine processable information
that can be used through software agents, these software agents
will have to exchange and validate proofs amongst each other such
that they can prove that the results they deliver are correct. The
proof layer will provide mechanisms for that.

Trust: Finally, the trust layer will consist of methods for expressing and
evaluating to what extent another user or agent on the web can be
trusted.

3.3. Ontologies

As this part is concerned with peer-to-peer knowledge management, a
knowledge representation formalism to be used on peers is necessary.
For the remainder of this part, we will assume that knowledge on peers
is modeled in terms of an ontology. The definition of ontology used most
often in the Semantic Web community is the one by Gruber (1993): “An
ontology is an explicit specification of a conceptualization.” Yet, this
definition leaves a wide spectrum of possible interpretations regarding
what an ontology actually comprises (Smith and Welty, 2001; McGuin-
ness, 2003), of which the ontology layer in the layer cake as instantiated
in the various dialects of OWL is one.

For the purpose of this thesis, however, we will consider a simpler
form of ontologies in the sense that the KAON framework uses (Bozsak
et al., 2002; Stumme, 2002b). The KAON model of ontologies is rather
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close to RDF Schema, and does not entail the possibilities of the OWL
family of languages in the ontology layer of the Semantic Web layer
stack.

In short, a core ontology consists of a partially ordered set of concepts1,
the partial order being “subconcept of”, and relations1 between these
concepts. For example, there could be concepts Professor and PhDStu-
dent, and a relation supervises(Professor, PhDStudent) between them. A
knowledge base or OIModel (for ontology-instance-model) consists of a
core ontology plus instances of the concepts and relations; e. g. a know-
ledge base using the above concepts could contain stumme as an instance
of Professor, schmitz as an instance of PhDStudent, and supervises(stumme,
schmitz) instantiating the supervises relation.

3.4. Metrics on Ontology Entities

In the following chapters, we will need a way of assessing the similarity
(or, conversely, the dissimilarity or distance) of entities within an ontol-
ogy. An ontology of the kind described above can be viewed as a graph:
the set of nodes comprises the entities, and the relations, relation in-
stances, and the subclassOf and instanceOf relationships make up the set
of edges. An edge between entities in this graph expresses relatedness
in some sense: the relation supervises(Professor, PhDStudent) in the exam-
ple above indicates that professors and PhD students have something to
do with each other. On this kind of semantic structure, Rada et al. (1989)
have proposed to use the distance in the graph-theoretic sense (lengths
of shortest paths) as a semantic distance measure.

3.4.1. Metric Used in this Thesis

We follow the suggestion of Rada et al. and apply it to the aforemen-
tioned graph as follows:

• To each edge, a length is assigned; in order to account for the dif-
ferent kinds of relationships, taxonomic edges (instanceOf, sub-
classOf) get length 1, while non-taxonomic edges are assigned a
length of 2. This reflects the fact that subclassOf(PhDStudent, Per-
son) would be considered a closer link between these concepts
than, say, rides(Person, Bicycle).

1More precisely: concept identifiers and relation identifiers; we will stick to the simpli-
fied terminology of (Stumme, 2002b) here.
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While Rada et al. (1989) state that non-taxonomic relations were
of no value in their evaluations, it is also said that this depends
on the actual use case. “person” and “bicycle” may not be consid-
ered similar although there exists a relation “rides” between them.
On the other hand, topics such as “Specifying and Verifying and
Reasoning about Programs” and “Software Program Verification”,
which are connected by a “see also” relationship in the ACM Com-
puting Classification System2, might be considered very similar, so
that we make use of the “see also” relation.

• Edge lengths are divided by the average distance of the incident
nodes from the root concept. This reflects the intuition that high-
level concepts such as Person and Project would be considered less
similar than, e.g., Graduate Student and Undergraduate farther from
the root, even if the graph distances between the respective pairs
are the same.

• The lengths are normalized such that the longest distance in the
graph equals 1.

3.4.2. Similarity, Relatedness, and Semantic Distances—Why
Edge Counting?

Cognitive scientists, linguists, psychologists, and researchers in infor-
mation science have long been exploring the notion of semantic similar-
ity (things having similar features) and relatedness (things being asso-
ciated with each other). Discussions about these and related phenom-
ena and their respective properties have lasted for decades (cf. (Tversky,
1977; Gentner and Brem, 1999)). While most of this discussion is outside
the scope of this thesis, some key points (Gentner and Brem, 1999) are
worth mentioning: (a) Thematic relatedness and similarity are distinct
phenomena. (b) Both can get mixed up or influence each other. (c) Peo-
ple mix relatedness or similarity in making judgments under different
conditions.

In the context of this thesis, where the goal is to model knowledge
bases in a P2PKM system, some more influences on the choice of the
semantic distance are noteworthy:

• The ontologies to be used in a P2PKM will be engineered for KM
purposes: the concepts, instances and relations between them will

2http://www.acm.org/class/1998/
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have been included into the ontology for a reason. Thus, regard-
ing a relation between two concepts as an indication that these
two have something to do with each other reflects the intention of
a knowledge engineer who has modeled that relation to express
relatedness.

• In a P2PKM system, domain specific ontologies will be used. These
represent a conceptualization of a small part of the world which
is relevant for the given domain, so that arbitrary and possibly
misleading chains of association (lamp—round glowing object—
moon—etc.), which might be derived from a “world ontology”,
will not occur.

• Because a P2PKM system should be applicable in a wide range of
situations, with different kinds of ontologies, modeling idiosyn-
crasies such as described in the next section need to be anticipated.
This can be done by allowing for flexible weighting and filtering
strategies.

While other approaches for metrics on conceptual structures such as
ontologies have been proposed, these have limitations or make assump-
tions which are not fulfilled in our particular application. Approaches
such as (Resnik, 1995) or (Tversky, 1977) assume the presence of full text
or detailed linguistic background knowledge on the ontology; others
such as (Maedche and Staab, 2002) only use concepts and an instanceOf
relationship, neglecting instances and non-taxonomic relationships at
all; still, this approach is also based on counting distances as edges tra-
versed in a taxonomy. In order to yield maximum flexibility and to make
use of as much of the modeled content of different ontologies as possi-
ble, an edge counting approach was chosen for this thesis.

Keeping this discussion in mind, one needs to be aware of what kinds
of similarity or relatedness should be expressed in modeling the ontol-
ogy and parametrizing the metric.

3.4.3. Caveats and Pitfalls on Real-World Ontologies

While the abovementioned edge-counting strategy of deriving metrics
from semantic structures seems straightforward, applying it to ontolo-
gies used in real-world applications can turn out to be non-trivial:

Noise and Technical Artifacts: Not all of the content of a knowledge base
may be genuinely taking part in the conceptualization of a certain
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domain; e. g., in KAON lexical information is represented as first-
class entities in the knowledge base. This leads to a large number
of entities which are not relevant for the semantic distance com-
putation. Similarly, there may a root class which every entity is
an instance of, which would render our approach to calculating
distances useless.

Modeling Idiosyncrasies: Engineering an ontology implies making design
decisions, e. g. whether to model something as an instance or as a
concept (Welty and Ferrucci, 1994). These decisions carry implica-
tions for the weighting of edges, e. g. if a taxonomic relationship
is expressed by a special relation which is not one of instanceOf,
subclassOf.

Implicit Edges: Some formalisms for modeling ontologies, particularly
those allowing for richer, logic-based conceptualizations, enable
implicit relationships that are inferred by a reasoner; a simple ex-
ample would be that of a transitive relationship such as ancestorOf
between persons. In that case, not all edges that may be worth
considering will be present explicitly in the ontology and must be
inferred. The ontologies as considered in this thesis do not offer
these possibilities, however.

To overcome these problems, we have implemented extensive entity
filtering and weighting customization strategies which are applied prior
to the metric computation itself.

3.4.4. Obtaining of Proper Parameters

One question is how to choose the parameters, weighting schemes and
filtering rules necessary for this kind of metric. Partly, these can be
agreed upon just like the ontology to be used itself. When stakehold-
ers agree that there should be a “see also” relation between topics, they
could also agree on its importance or non-importance for retrieval tasks
(cf. the discussion about the value of non-taxonomic relations in (Rada
et al., 1989)). Meta-ontologies have been proposed to capture mapping
information between ontologies (de Bruijn et al., 2004). Similarly, a meta-
ontology can be used to contain this kind of information about metrics.

Secondly, one needs to note that this kind of semantic metric will not
primarily be used to reflect human judgment of similarity or related-
ness directly, but to structure a network topology so that queries can be
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routed efficiently. For this type of use, optimal parameters can be deter-
mined in simulation experiments or might be learned over the lifetime
of the system.
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4. The Courseware Watchdog: A
P2PKM Application

In this chapter, we describe the Courseware Watchdog, a prototypi-
cal P2PKM application which we have developed for an e-learning
use case. With the Courseware Watchdog, users can maintain a
knowledge base with metadata about their learning objects, e. g.,
lecture slides or exercises.
Using the Courseware Watchdog, the user can extend his know-
ledge base by crawling the web in a focused fashion and extracting
new ontology entities from the crawled full text, or by participat-
ing in the Edutella P2P network, in which RDF descriptions about
learning resources can be exchanged.
The work in this chapter has been published in (Schmitz et al., 2002;
Tane et al., 2004).

4.1. Introduction

In recent years, mobile technology and Internet access have improved
in such a way that it is reasonable to assume ubiquitous network con-
nectivity and to rely on access to remotely stored content.

In the e-learning domain, the use of notebooks and mobile devices im-
plies a new way of managing resources. The goal is, therefore, to exploit
these chances as far as possible. Maurer and Sapper (2001), for example,
predict an increasing role of mobile devices in education. The authors
argue that e-learning has to be seen as a part of the general framework
of knowledge management. To achieve this, it is important to integrate
the technologies of these two domains.

Ontologies are regarded as one important foundation for KM activi-
ties in e-learning. In the E-Learning domain, standards have been devel-
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oped to help describe learning objects.1 Although these developments
are a good start, there is a need for a more comprehensive approach
which integrates the content, structure and evolution of the learning
material. We present here our methodology and implementation of an
ontology-based Courseware Watchdog, which supports the user in find-
ing and organizing distributed courseware resources by offering a com-
mon framework for the retrieval and organization of courseware mate-
rial. We illustrate this with a usage scenario.

In the first section we briefly expose the role of ontologies for e-lear-
ning. The following section discusses a prototypical usage scenario,
from which we then derive the requirements for an ontology-based sys-
tem for courseware management. This will lead us to an overall pre-
sentation of the integrated architecture of our Courseware Watchdog.
In the four subsequent sections, we describe the specific modules of the
Courseware Watchdog in more detail. Finally, we will sum up our re-
sults and discuss further research issues.

4.2. E-Learning in the Semantic Web

On a personal computer, it is possible to organize resources according to
personal needs. In the case of remote resources, this is not possible any-
more, since their storage is not under the control of the user. Through
the use of hypertext, remote material can be linked and retrieved when
needed. But the particular problem of finding and organizing this re-
mote material becomes even more crucial.

Brase and Nejdl (2003) argue that standards like LOM (Nilsson et al.,
2003) and Dublin Core 2 are gaining importance within the e-learning
domain. They provide rich information on the learning material that is
to be found in the web. However, their simple structure prohibits their
use for modeling more complex knowledge. Stojanovic et al. (2001) ex-
plain how Semantic Web technologies based on ontologies can improve
different aspects of the management of E-Learning resources. Indeed,
ontologies are a means of specifying the concepts and their relationships
in a particular domain of interest. Web Ontology languages, like OWL,
are specially designed to facilitate the sharing of knowledge between
actors (Staab et al., 2001) in a distributed environment. We wish to em-
phasize here on various advantages of using ontology-based metadata
of learning resources.

1For more information on these standards, see http://ltsc.ieee.org/index.htm.
2http://dublincore.org/
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From the modeling point of view, ontology languages are not only
able to integrate LOM3 and Dublin Core metadata, but also allow for the
extension of the description of the learning objects with non-standard
metadata, thus giving users and groups of users more flexibility when
sharing resources.

Research in the E-Learning domain shows that standards are needed
for interoperability,4 but true interoperability does not only need data
integration, it also has to consider the integration of applications. In this
chapter, we illustrate such an integration of e-learning related applica-
tions with the implementation of a Courseware Watchdog. In the next
section, we present a prototypical use case where such an integration is
needed, from which we derive a set of requirements.

4.3. Use Case and User Requirements

To illustrate the purpose of our tool, we present a prototypical scenario
in this section. It will show the different tasks that need to be addressed
when trying to find and organize courseware material. While we use
a teacher as an example for our scenario, similar points could be made
for the case of a learner who wants to manage and share her portfolio of
learning resources.

4.3.1. Usage Scenarios

Professor Meyer is a university professor at a German university in the
domain of computer science. His main fields of activity are Data Mining
and Knowledge Management. Since these fields of studies evolve very
rapidly he has to be aware of the latest developments in these domains.
At the beginning of the semester break, Professor Meyer prepares two
lectures and two seminars which he will give during the next semester:
the lecture “Introduction to Computer Science” designed for freshmen, a
“Knowledge Discovery” lecture for more advanced students, a seminar
on “Knowledge Management”, and a seminar on peer-to-peer and web
services. He already has material from previous lectures but he feels
that there is still room for improvement.

Professor Meyer expects to find a lot of material accessible on the web
for the first lecture and he already has some lecture notes which are more

3See http://www.imsglobal.org/metadata/ on RDF(S) LOM Binding.
4See for instance the efforts of the Learning Technology Standard Committee.
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or less ready to be used. He has already annotated part of the material
with educational markup using the LOM and Dublin Core standards,
and for the domain of computer science he uses the well known ACM
taxonomy5.

Browsing Existing Content

Professor Meyer planned the construction of the two courses in the fol-
lowing way: first, he needs to have a systematic overview over the ma-
terial that he has collected by and by. Instead of using a generic ontology
like the ACM classification, he may also use an ontology that was cre-
ated by one of his colleagues. In that case, Professor Meyer needs to fa-
miliarize himself first with the content and the meaning of the concepts
and relations, as the ontology may be created from a slightly different
viewpoint.

Beside the most important concepts, the ontology also contains point-
ers to relevant resources that he collected (e. g., HTML pages, PDF files
or powerpoint files). Some of the resources may be stored on the profes-
sor’s computer, while others may be located at a remote location. The
professor can access these resources by means of a standard browser.

Finding Relevant Material

Professor Meyer now wants to find new material. For this, he considers
two approaches: either search for it in the world wide web or in dis-
tinct decentralized repositories that provide more structured semantic
metadata about learning material.

Both tasks can again be supported by using an ontology. It provides
means for extending search term combinations with semantically re-
lated concepts, and it serves as an interface to the (semi-)structured
repositories.

Querying a Network of Semantically Annotated Material Suppose our pro-
fessor has access to an Edutella6 network (Nejdl, 2002). Edutella is a
peer-to-peer (P2P) framework, in which the different peers provide se-
mantically annotated metadata on learning material. It also allows for

5http://www.acm.org/class/1998
6In this scenario we will take Edutella as a prototypical distributed network of se-

mantically annotated learning material. Another example is POOL, see (Hatala
and Richards, 2002).
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the integration of web services to gain access to material offered by li-
braries or similar repositories, see for example (Ahlborn et al., 2002).

In order to find new relevant material in the P2P network, Professor
Meyer first needs to define a query. Professor Meyer searches for lec-
tures on the topics “Algorithmics” or “Knowledge Discovery”. Hence
he defines the following query (denoted in a controlled language here
which resembles RDF query languages such as QEL):

Return every ‘Lecture’ which ‘hasTopic’ ‘Algorithmics’ or which
‘hasTopic’ ‘Knowledge Discovery’ and for each match retrieve
also the values of the properties ‘dc:title’ and ‘dc:author’.

He sends the query to the network and receives an answer. He can
then access the retrieved resources by standard browsers and viewers.
He can send more specific queries to the Edutella network to get further
information about the specific lectures or authors that are of interest to
him.

Finding Learning Material on the Web Professor Meyer knows some web
sites that are relevant for his task. He is quite certain that some interest-
ing material (or at least pointers to it) would be accessible there, had he
only time to browse the sites and follow the hyperlinks.

One solution would be to apply a crawler that follows the links start-
ing from these pages, and to collect the resources showing up. However,
if every individual user started his own crawler, this would lead to an
unnecessary overload of web traffic. On the other hand, Prof. Meyer
is not interested in harvesting all pages accessible from the start URLs,
but only in a specific subset. He selects a set of concepts from the ontol-
ogy which specify the kind of pages he wants to retrieve. The crawler
then scores each page and each hyperlink according to the frequency of
these concepts on the whole page and around the hyperlink. Concepts
that Meyer did not type in explicitly, but which are semantically related
to these concepts within the ontology, also add to the score. The links
with the highest score are followed next. This way, the structure of the
ontology provides a complex measure of ‘relatedness’, which supports
a focused crawling process, similar to the typical browsing behavior of
a a human user.

He decides to send the crawler to search for new material on Know-
ledge Management and Peer-to-Peer. For this, he selects the correspond-
ing concepts as well as other concepts that seem to be relevant in both
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domains. Then he launches the crawler at the homepages of the Euro-
pean projects Ontoweb and SWAP which he considers as good starting
points. The retrieved results can finally be browsed using the same on-
tology that was used to specify the preferences for the focussed crawler.

Clustering the Resources

Professor Meyer now wishes to organize the learning resources he has
retrieved. Ideally, he wants to group similar documents together and
structure the document collection according to certain criteria. He may
use available clustering algorithms, but he does not want to ignore the
additional background knowledge encoded within the ontology. For in-
stance, he would expect that a lecture about ‘Machine Learning’ and an-
other lecture about ‘Data Mining’ are grouped in the same cluster, even
though they may not share many technical expressions. The ontology
will then bridge the gap, as it subsumes both terms under ‘Knowledge
Discovery’.

Moreover, it is important for him to be able to understand the clus-
ters. For this he needs specific visualization techniques, which allow
him to understand why the documents have been grouped together.
Here again, the ontology can be used to structure the presentation.

Ontology Evolution

Finally, Professor Meyer wants to be aware of the ongoing evolution
of the vocabulary of his field. His ontology should reflect the changes
and should also include upcoming topics. In the web, one can discover
upcoming topics by new terms showing up within the retrieved docu-
ments, or by terms which existed before but now increase in frequency.
The decision if a topic is relevant for Prof. Meyer, and if it has to be in-
cluded in the ontology, is finally up to him, but seen the large number
of upcoming terms, he would expect some tool support.

4.3.2. User Requirements

From the scenarios described in the previous section, one can derive sev-
eral tasks that need to be supported by a Courseware Watchdog. These
can be summed up as follows:

1. Understanding the ontology and browsing the content,

2. retrieving relevant material through focused crawling,
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3. querying semantically annotated resource repositories,

4. clustering and organizing the documents according to the ontol-
ogy,

5. updating the ontology and knowledge base according to current
data.

The first task requires a user interface for accessing the ontology and
the collected resources. The next two tasks deal with the acquisition of
resources: querying P2P repositories and retrieving elements from the
Web through crawling. These two tasks can be considered as comple-
mentary. Since in both cases the interaction with the ontology is neces-
sary, they have to interact with the browsing interface. The same holds
for the last two tasks. Here again, interaction with the user goes along
the ontology.

Since ontologies are used in all these tasks, it is rather natural to use
a representation of the ontology as a central part of the user interface.
Whenever one of the other four tasks is performed, this ontology repre-
sentation has to be complemented by a second interface specific to the
task. By keeping the ontology a constant part of the interface, it serves
as a mental fixed point and thus facilitates the orientation of the user.

Moreover, the scenario shows that there is a strong interaction be-
tween these five tasks: The crawling task needs the ontology as back-
ground knowledge, and populates the text corpus. The corpus will be
structured by the crawling task, and serves itself as input to the ontol-
ogy update task, which, in its turn, populates the ontology. The updated
ontology can be used to launch again the focused crawler, or to retrieve
resources in the P2P network. The step from one task to the next has to
be made explicit in the user interface to support the user in keeping the
orientation in the process.

In the rest of this chapter, we will describe how these requirements are
turned into an architecture, and how this architecture is implemented
within our Courseware Watchdog. The next section gives the overall
picture of the Watchdog; sections 4.4.2 to 4.7 discuss the different parts
in more detail. Each section provides first a conceptual view of the part,
before discussing implementation details.

39



4. The Courseware Watchdog: A P2PKM Application

Figure 4.1.: The components of the Courseware Watchdog.

4.4. The Courseware Watchdog

The Courseware Watchdog7 described in this chapter addresses the re-
quirements mentioned above by using an approach which exploits con-
cepts from the Semantic Web, such as ontologies, in an E-Learning sce-
nario (Stojanovic et al., 2001). It is part of the PADLR project (Person-
alized Access to Distributed Learning Repositories) that builds upon a
peer-to-peer approach for supporting personalized access to learning
material8.

4.4.1. Overview

When developing the Courseware Watchdog, we aimed at addressing
the different problems evoked by the abovementioned scenarios. The
tasks to be solved are addressed by different modules. One impor-
tant goal was to use a single semantic model to integrate the different
tools. We show that their combination offers the user a single simple tool
for tasks depending on each other. The Courseware Watchdog consists
of the following components which are organized around an ontology
management system (see Figure 4.1):

7http://cwatchdog.sourceforge.net/
8http://www.l3s.de/english/projects/padlr.html
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1. Visualization and interactive browsing techniques allow for the brows-
ing of the ontology and knowledge base in order to improve the
interaction between of the user with the content.

2. A focused crawler finds related web sites and documents that match
the user’s interests. The crawl can be focused by checking new
documents against the user’s preferences as specified in terms of
the ontology.

3. An Edutella peer enables querying for metadata on learning objects
with an expressive query language, and allows to publish local re-
sources in the P2P network. Furthermore, the Courseware Watch-
dog can also access any repository offering metadata via an SQI
web service interface (Simon et al., 2004).

4. A subjective clustering component generates subjective views onto
the documents.

5. An ontology evolution component comprises ontology learning meth-
ods which discover changes and trends within the field of interest.

The components are not separated but there is a logical data flow be-
tween them, as discussed in the previous section. This is reflected in the
architecture of the Watchdog, which is shown in Figure 4.2. The Watch-
dog is organized around the ontology and the text corpus. Section 4.4.2
discusses how these two are modeled using the KAON framework.

Both the ontology and the text corpus can be accessed by the user in-
terface described in Section 4.5. A screenshot of the interface is shown
in Figure 4.3. The left part of the screen always shows the ontology; it
serves as a fixed point for the interaction of the user with the system.
The right part of the screen changes, depending on which of the com-
ponents crawler, Edutella, clustering, or evolution is currently active.
These four components and their interaction with the other components
are discussed in sections 4.6 and 4.7.

Implementation Details. The Courseware Watchdog application is built
on top of the KAON Workbench (see Section 4.4.2). The workbench of-
fers a plug-in interface for extension modules, which can make use of
each other and the basic KAON abstractions.

All components of the Watchdog mentioned in this chapter are imple-
mented as KAON modules.
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Figure 4.2.: The architecture of the Courseware Watchdog.

4.4.2. The Courseware Watchdog and the KAON Framework

All the modules use ontologies in the sense of Section 3.3; they are built
on top of an ontology tool suite named KAON, the Karlsruhe Ontol-
ogy and Semantic Web Framework (Bozsak et al., 2002). KAON offers
abstractions for ontologies and text corpora, an ontology editor and ap-
plication framework, inferencing, and persistence mechanisms, etc.

On this platform, integration in the Courseware Watchdog is achieved
on several levels, namely:

• on the semantic level—through ontologies

• on the web structure level—the structure of the graph of web doc-
uments is stored in an ontology

• on the structure level of the corpus—the different algorithms for
the clustering and ontology evolution use the same corpus model

This common integration model allows to use both the browsing and
the querying of the resources available or discovered. Or it allows the
interaction with the results of algorithm. For instance, it is then possible
to use the clustering results as input to the ontology evolution.
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Figure 4.3.: The browsing interface of the Courseware Watchdog

4.5. The User Interface: Browsing the Watchdog Data

As shown in the scenario, the interaction of the user with the ontology
is crucial for all ontology-based tools. In the Courseware Watchdog,
this is done using the browsing component. In this section, we will first
explain how the ontology is displayed. Then we describe how it can be
used to interact with the ontology.

4.5.1. Displaying an Ontology

Ontologies are complex structures based two kinds of relations: hierar-
chical and non-hierarchical relations. For each kind of relation, we use an
appropriate technique: the display of hierarchies through concept lat-
tices in the first case, and relational browsing otherwise.

In order to display specific hierarchies,9 we use techniques from For-
mal Concept Analysis (FCA) (Ganter and Wille, 1999; Stumme and Wil-
le, 2000), a conceptual clustering technique which allows the display
of hierarchies of concepts using lattices. We create the minimal lattice
containing the hierarchy, the Dedekind-MacNeille completion (Ganter
and Wille, 1999). This allows for the display of multiple inheritance.
By adding instances, we get new concepts which also reflect eventual

9For example, we display concept, property or topic hierarchies.
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multiple instantiation. Using these techniques, some new concepts may
appear, even if they were not explicitly modelled within the ontology.
For example, Figure 4.3 displays the hierarchy of subconcepts of “al-
gorithm”. One can see that there are instances of “sorting algorithms”
which are also “recursive” and “parallel” in the current knowledge base.
This suggests that a new concept might be useful in this position (for de-
tails on ontology evolution, see Section 4.7.2).

This approach follows the idea of CEM, the Conceptual Email Man-
ager (Cole and Stumme, 2000), which supports exactly such a kind of
navigation in collections of emails. We extended this approach to the use
of ontologies. When applied to learning material, multiple inheritance
within this hierarchy provides a rich conceptual landscape for navigat-
ing and retrieving the educational media. For more details about the
construction of concept lattices for ontology browsing, refer to (Tane,
2007).

Non-hierarchical relations existing in the ontology represent links be-
tween various elements of the ontology (e. g., the “lecturer” of a “course”
should be linked by a relation “holdsCourse”). These kind of relation
are best understood and used through some kind of exploration. Rela-
tional browsing is a technique offering the user different links which he
can choose to follow, but in addition to normal browsing, the links are
typed according to the ontology instead of the documents. It is possible
to navigate and explore the ontology using the relations of the ontolo-
gies, and then display different kinds of hierarchies according to ones
needs. By clicking on the concept “String matching algorithms”, one
is, e. g., able to find its instances, such as the “Boyer-Moore” algorithm,
or find the lectures which refer to this algorithm by following the rela-
tion “isReferredBy” of the instance “Boyer-Moore”(selected in the right
panel of Figure 4.3.).

4.5.2. Interacting with the Ontology

Beside just displaying the ontology, the browsing component is also a
generic way of interacting with the ontology. Therefore, this compo-
nent plays a central role in the Courseware Watchdog. Indeed, we di-
vided the main Watchdog panel in two parts. The left hand side always
presents the browsing component, while the content of the right part
depends on the actual usage.

We defined different modes, in order to simplify the interaction for
the user. These modes correspond to the different tasks explained in
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Section 4.3.2. In each mode, the user sees on the left hand side the lattice
of some kind of relation. He may click on the nodes of the lattice to select
them in order to reuse them later, in another context, or he may select
one node, corresponding to a concept, and display more information on
the right hand side. In the context of the evolution, he might introduce,
as a subconcept of the selected concept, a new concept detected with the
evolution module. In Figures 4.3, 4.4, and 4.5, you can see three different
combinations corresponding to the browsing, the query refinement, and
the annotation of clusters. In combination with these components, the
browsing interface supports the construction of queries as well as the
selection of entities which can then be used in the crawling, clustering
or evolution process.

According to the context of use, the interface allows for the selection
of entities and the application of certain actions on these. A typical ex-
ample of interaction would be to look for documents containing infor-
mation on certain topics. The user could then select the topics of in-
terests from the topic hierarchies, and look for the document which are
related to these by following the relation “isTopicOf”. Once the docu-
ments have been found, he can either open them, or insert them into a
new or existing corpus.

Implementation Details The ontology browsing module uses the open
source FCA software ConExp10 as a library. It was extended to be able
to browse ontologies. The creation of the data model uses various strate-
gies to display only the necessary nodes in the lattices. Moreover, it was
necessary to introduce dummy instances to the FCA software in order
to maintain the structure of the concept lattice and the correctness of
the ontology model at the same time. These dummy instances represent
potential instances of the model for which there is no example present
in the knowledge base. The ontology browsing view is used to interact
with all other modules; thus, according to the current context, different
actions are available in a context menu on ontology entities. For exam-
ple, when using the retrieval components (see next section), the menu
offers the possibility to fill in query variables with the current ontology
entity.

10See http://www.sourceforge.net/projects/conexp.
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4.6. Retrieval Components: Focused Crawler and

Edutella

In this section, we will describe the two retrieval components which
allow the user to find material according to his interests. In both cases,
the ontology browsing component is used to define the elements that
should be looked for. While the focused crawler uses user preferences
to look for relevant terms in the full text of web documents, the Edutella
network is used for exchanging metadata on learning resources which
have been annotated semantically.

4.6.1. Focused Crawler

A web crawler is a program that collects data from the web automat-
ically by following links extracted from web documents. Thus, a por-
tion of the web is traversed in a breadth-first manner, usually without
regarding the relevance of the collected documents with respect to the
needs of one specific user.

The Courseware Watchdog includes a web crawler to retrieve learn-
ing material from the WWW. In order to restrict the traversal to material
relevant to the user, the crawling process is focused (Chakrabarti et al.,
1999). Focusing here means preferring those links in the crawling pro-
cess that appear to be pointing to relevant documents.

The focused crawler of the Courseware Watchdog builds upon crawl-
ers previously developed by the author and colleagues (Schmitz, 2001;
Maedche et al., 2002a). It uses an ontology-based focusing strategy, re-
lying on the KAON environment for ontology-based tools.

The user can specify his preferences by assigning weights to selected
entities of the ontology. The preprocessing step of the crawler then uses
the background knowledge present in the ontology—namely, relations
between concepts or instances—to compute relevance scores for other
entities.

For example, a user may specify that he is interested in material on
“Machine Learning Algorithms”. The preprocessing step of the ontol-
ogy will then also assign weight to an instance of that concept (e. g.
“C4.5”), or to related concepts (e. g. “Algorithm”, being a supercon-
cept). Various parameters of this spreading of weight can be manip-
ulated: which kind of relations in the ontology to follow, how large a
radius around a user-selected entity to consider, etc.
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During the crawling process, terms in the web pages as a whole and
in the anchor texts of hyperlinks in particular are then compared against
the precomputed weight tables (after stop-word removal and stemming).
Thus, scores for the web pages and for the hyperlinks on a page are com-
puted.

This enables the use of different levels of “sharpness” in the focusing;
e. g., one may decide to present only documents relevant according to a
stricter weighting strategy to the user. On the other hand, the decision of
which links to follow can be made based on a more forgiving weighting
scheme, so that the crawler is able to “tunnel” over a page which is
not relevant in itself, but may point to other relevant documents. This
reduces the probability of getting stuck on one single non-relevant page.

The crawling process yields two kinds of results. First, the full text of
the documents is stored in a text corpus. From there, it can be used in
the clustering (see Section 4.7.1) and ontology evolution (Section 4.7.2)
modules.

Second, the metadata of the crawling process—which pages have been
crawled, which were the most relevant entities on a page, what is the
link structure between pages—are stored in an ontology. From there,
they can be presented in tabular form or using the ontology browsing
component, or provided to other users using the Edutella module (see
Section 4.6.2).

Implementation Details The crawler has a main-memory based infras-
tructure which is loosely modelled after Mercator (Heydon and Najork,
1999). To improve performance and at the same time limit the load on
individual web servers, it assigns each page to one out of several crawl
queues, each of which retrieves pages with a limited frequency, e. g. one
page per minute.

The crawling strategy—in our case directed breath first search with
ontology-based weighting as described above—is factored out in the
source code as a distinct class, so that it is easily replaceable.

4.6.2. Integrating the Edutella Peer–to–Peer Network

The Courseware Watchdog includes the possibility to participate in the
Edutella peer-to-peer network. The Edutella11 network applies the P2P
paradigm to exchange structured information about available learning

11http://edutella.jxta.org
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resources (Nejdl et al., 2002). A common data model facilitates the inte-
gration of data sources such as relational database systems or XML and
RDF repositories. Thus, all of these can act as Edutella peers.

The Edutella module allows the Courseware Watchdog to act in the
Edutella network as a consumer as well as a provider of learning re-
source metadata. Other tools have been extended to act as Edutella
peers as well, e. g. the Conzilla concept browser (Nilsson and Palmér,
1999), and can thus interoperate with the Watchdog.

Edutella Consumer

While Edutella peers support a powerful query language named QEL
(Nilsson and Siberski, 2003), we chose to offer a simplified, easier-to-use
interface to Edutella querying in the Courseware Watchdog (see Fig-
ure 4.4).

The user is given an extensible query repository of template queries,
which he can submit with the given placeholders, or, at his choice, par-
tially fill in with concrete values. This means that free variables of the
query are replaced by literal values or entities (instances, concepts or
properties) from the ontology. Thus, a query-by-example interface is
provided which enables inexperienced users to pose meaningful queries,
yet more experienced users can specify advanced queries as well.

Consider the following example, where capital letters indicate vari-
ables. The query

?-s(Entity, rdfs:type, Type),
s(Entity, dc:title, Title).

(meaning: Give me all resources that have a type and a title and return the
respective types and titles) can be made more specific by supplying entities
to fill in variables (see figure 4.4).

The user might choose lom:lecture via the ontology browsing in-
terface to replace Type, thus yielding the specialized query

?-s(Entity, rdfs:type, lom:lecture),
s(Entity, dc:title, Title).

(Give me all lectures and their respective titles)
Writing QEL queries directly and storing them into the query reposi-

tory for future reference is also possible for advanced users.
One other point worth mentioning is that QEL supports outer joins as

well. In practice, this means that while a user can specify a number of
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Figure 4.4.: Refining a query.

attributes or properties to be retrieved from the resources of interest, not
all of those attributes need to be present on a particular resources for it
to qualify as a query result, but if they are, they will be reported.

Edutella Provider

An instance of the Courseware Watchdog can also act as a provider of
information in the Edutella network. At the users request, ontologies
loaded into the workbench can be offered to the Edutella network, en-
abling other users to query this Watchdog instance for metadata.

Through use of the KAON ontology inclusion mechanism, the user
retains control over what pieces of information he wants to provide to
the public domain: if he decides to split his repository into a public part
Pub and a private part Priv, he can still have a consistent view over his
material by having Priv include Pub, and at the same time offer only Pub
to other Edutella users.
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SQI Repositories

The SQI protocol (Simon et al., 2004) has been established in the Eu-
ropean Network of Excellence ProLearn12 as the common denominator
for querying structured repositories of learning resources. It is currently
implemented by most present repositories as a SOAP-based webservice
(Gudgin et al., 2006). As most of the present SQI repositories understand
QEL as a query language, we also included the possibility of querying a
known SQI endpoint via the same interface used for Edutella queries.

Implementation Details. Providing Edutella connectivity for the Watch-
dog posed two challenges. We had to cope with the mismatch of general
RDF metadata in Edutella on the one hand versus KAON ontologies on
the other hand. Furthermore, we needed to integrate two different RDF
APIs.

First, the Edutella network deals with RDF metadata in general, while
the Courseware Watchdog deals with KAON ontologies represented us-
ing a subset of RDFS. But as the Edutella community has agreed on a
subset of LOM-RDF (Nilsson et al., 2003) which fits into the KAON on-
tology language, only minor adjustments were needed. These include
the treatment of labels (which are dealt with differently in KAON and
RDFS) and containers (Bag, Seq, etc.). Containers are not a part of the
KAON language, but can be emulated using KAON constructs to pro-
vide a very similar functionality to RDFS containers. Should RDF state-
ments outside the KAON ontology language be retrieved from Edutella,
these are incorporated into the RDF model, but will not be visible in the
ontology-based user interface.

Second, KAON comes with its own RDF parser and API, whereas
Edutella relies heavily on the Jena RDF library13. Thus, we introduced
an adapter which wraps the KAON RDF model representing the ontol-
ogy behind a Jena API. This means that all components other than the
Edutella libraries work against a KAON RDF model, while Edutella can
be used as-is against the Jena interface to the same model.

4.7. Analysis of Retrieved Data

Once the lecturer in our use case has collected a certain amount of ma-
terial automatically from remote resources or from his own computer,

12http://www.prolearn-project.org/
13http://jena.sourceforge.net
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they are stored as instances in the knowledge base of his ontology. The
resources will have to be organized according to their topics. Of course,
he will not want to spend much time organizing his documents. More-
over he will have to let the ontology evolve according to the resources
he has. For this, we describe in this section two solutions which com-
plement each other: a subjective clustering technique and strategies to
manage the evolution of the ontology.

4.7.1. Subjective Clustering

As mentioned earlier, the lecturer needs to organize the learning re-
sources available on his computer or remotely (for example, lectures
he retrieved with the focused crawler or through Edutella). He is in-
terested in having his documents grouped according to their topics and
similarities. However, standard text clustering techniques cluster only
using document/term matrices and thus much of the implicit informa-
tion contained in the language gets lost. A remedy to that problem is
to introduce domain knowledge into the clustering process as so-called
background knowledge. Ontologies contain such information as, e. g., con-
cept relations, which can then be used by the clustering algorithm to
group related documents more efficiently. Clustering mechanisms have
been developed that allow to provide subjective views onto document
collections (Hotho et al., 2001, 2003; Hotho and Stumme, 2002), which
are based on an underlying ontology. These techniques can be seen as
creating views on the clustered resources, thus using the ontology as a
means to specify individual interests.

For instance, one view may concentrate on differences and similari-
ties of the content of learning material, while another view may con-
centrate on its presentation form, or on the levels of skills and experi-
ences needed. The lecturer can then use the first view to select the ma-
terial which addresses the topics which are most relevant to his planned
course. He might then use the second view in order to see how the
material is distributed over different types of material like presentation
slides, exercise sheets, or online demonstrations. Moreover, it is pos-
sible to get an idea of the topic of the cluster by using a visualization
technique based on Formal Concept Analysis which was presented in
(Hotho et al., 2003). It displays the distribution of the most relevant
terms of the various clusters through the use of a lattice displaying the
various combinations of terms occurring in the clusters. This combina-
tion of the browsing and the clustering results helps the user to under-
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Figure 4.5.: Simple annotation helped by clustering.

stand better the results of the clustering process and select in a simple
way the lectures which interest him.

This allows for a very simple interaction with clustering results and
achieves the goal of helping the user in organizing his learning material.
For example, Figure 4.5 shows how the user, after having selected two
documents, can relate them to the concept “Decision Tree algorithm”
through the relation “topicOf”.

The subjective clustering is following a five step approach:

1. Parsing the text, collecting interesting term statistics.

2. Building multiword terms (optional).

3. Adding ontological information (various strategies).

4. Clustering documents (with a Bisection K-Means algorithm).

5. Visualization with FCA.

Implementation Details. The first two parts are using the functionalities
of TextToOnto (Maedche and Volz, 2001). These are explained in Section
4.7.2. The third part takes the terms found in the documents and tries to
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find matching concepts in the ontology. The terms are then weighted us-
ing an adapted version of the TF/IDF measure and the new document
vector representation can be used in an implementation of the Bisection
K-Means algorithm14. Finally, the result can be visualized as a lattice dis-
playing the distribution of the clusters according to their most relevant
concepts. For this, we reuse the functionalities of the ontology browsing
presented earlier in this chapter.

4.7.2. Ontology Evolution

The Courseware Watchdog as presented in this chapter so far builds
heavily on a proper ontology that reflects what the user is interested
in. However, over time such interests will invariably change together
with the teaching/learning subject itself. Therefore, the ontology and
the topics represented therein need to be updated. One must deal with
several requirements incorporated in such updates:

Modifying the ontology: The ontology must remain consistent at all
times. We use the evolution functionalities of the KAON API, which
ensure that changes to the ontology will not corrupt it. More details
about the maintenance and reuse of evolving and distributed ontologies
in KAON can be found in (Maedche et al., 2003; Stojanovic, 2004).

Introducing new concepts: The requirements when introducing new
concepts are (a) recognizing that a new concept (e. g. a new topic) has
appeared in the course material available in the network or on the Web,
(b) inserting this concept into the right place of the taxonomy, and (c)
linking it via further relations to other concepts. To that end, we used
methods described in (Maedche et al., 2002b) to find relevant concepts.

For instance, Web Services are today an emerging topic, and will prob-
ably have to be included in future courses on the Semantic Web. Hence
‘Web Services’ will be recognized as a term that denotes a new concept,
since it occurs frequently in documents on the Semantic Web. It can
be inserted into the concept hierarchy (e. g. as a subarea of computer
science). It also must be related to other disciplines (e. g. to business
process modeling and E-Business). The user can select, on the left hand
side, the place where he wants to insert the new concept or instance.
Then he can relate the new instances or concepts to other concepts or
instances by selecting in the context menu of the new instance the place
where he wishes to insert the given concept.

14We use the Weka Data Mining framework which we adapted to our needs. For
Weka, take a look at: http://www.cs.waikato.ac.nz/ml/weka/.
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Implementation Details The technical implementation of the evolution
component uses the functionalities of the KAON API to guarantee the
coherence of the ontology. In the KAON API, special care has been
taken to make sure changes to the ontology reflects changes made by
the user while preserving the logical coherence of the ontology level.
This has been realized through different means. The user can choose
various strategies for the evolution of the model and instance bases. For
instance, he can determine if instances of a deleted concept should be
deleted also or whether they should be attached to its superconcepts.
The users can choose the strategy which is most suitable for his work-
flow.

The evolution component integrates the use of TextToOnto, a KAON
component designed to help users in creating ontologies out of texts
(see also Section 4.4.2). The TextToOnto team is still improving the func-
tionalities of the ontology learning functionalities. We are particularly
interested how the other Watchdog components can be exploited for on-
tology learning with TextToOnto.

4.8. Related Work

While the Courseware Watchdog has a more restricted focus, it can be
seen as one simple form of Social Semantic Desktop application (cf. Sec-
tion 2.2.2).

In the e-learning domain, there have been similar efforts aimed at
the provisioning of an infrastructure for the exchange of learning ob-
jects. Hatala and Richards (2002) describe the Canadian Infrastructure
for Learning Repositories, which has a similar structure to the system
described here. It is not built around Semantic Web technologies; stream-
lined metadata schemas are mapped directly to relational databases.

The Conzilla, SCAM, and SHAME systems by Naeve et al. (2005) of-
fer different presentations of RDF-based knowledge repositories which
have been applied in the e-learning domain. They integrate with the
Courseware Watchdog through the use of Edutella and an application
profile of LOM and related standards that has been agreed upon in the
PADLR project.

Various learning object repositories have been integrated by using the
SQI protocol for querying (Simon et al., 2004). These repositories can be
accessed using the Courseware Watchdog as well.
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4.9. Conclusion and Outlook

The Courseware Watchdog is a comprehensive approach for support-
ing the learning needs of individuals in fast changing working environ-
ments, and for lecturers who frequently have to prepare new courses
about upcoming topics.

As shown, the Courseware Watchdog addresses the different needs of
teachers and students to organize their learning material. It integrates,
on the one hand, the Semantic Web vision by using ontologies and a
peer-to-peer network of semantically annotated learning material. On
the other hand, it addresses the important problems of finding and or-
ganizing material using semantic information. Finally, it offers an ap-
proach to handling the problem of evolving ontologies.

Despite being a prototype, the Courseware Watchdog demonstrates
how a Semantic Web based approach increases the support of retrieval
and management of remote (learning) resources, by providing tools for
discovering and organizing them.
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5. Self-Organized Network
Topologies for P2PKM

In the previous chapter, we have shown what an end-user applica-
tion for P2PKM based on Semantic Web technology can look like.
In this chapter, we will focus on the problems of query routing
and the self-organization of a suitable network topology for P2P
networks consisting of such semantic P2P nodes.
We will base this approach on the idea of building small worlds of
peers in which peers of related contents stay close to each other in
the network, thus forming topical clusters. At the same time, these
small worlds still retain a low diameter.
The results in this chapter have been published as (Schmitz, 2004).

5.1. Introduction

The previous chapter has introduced an application with which users
can participate in a P2P network in order to exchange learning resources.
One particular problem is that of finding one or more appropriate peers
which is able to answer a particular user query.

This problem is known as query routing. In this chapter, we propose
one possible solution for that problem by using the concept of self or-
ganization as introduced in Section 1.4 in order for the P2P network to
assume a structure that is beneficial for routing. In this self organized
system of peers, peers reconnect themselves to positions in the network
such that the overall fitness of the network for its intended purpose,
namely, routing messages efficiently, is optimized.

The resulting structure of the network is called a small world (Milgram,
1967; Watts, 1999). This kind of structure has been observed in many
real-world networks; these networks exhibit special properties, namely,
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a small average diameter and a high degree of clustering, which make
them effective and efficient in terms of spreading and finding informa-
tion.

The main focus of this chapter is to examine the use of small world
topologies in an ontology-based P2P knowledge management (P2PKM)
system. We assume that in such a system, each peer maintains a know-
ledge base describing a part of the world relevant to its user. These
knowledge bases can then be queried locally or by other peers in the
network.

In this chapter, we show a way of letting peers in a P2PKM setting
organize themselves into a small world structured around the topics that
peers contain knowledge about, and how this small world topology can
improve the performance of query routing strategies.

The presented methods are evaluated in a simulation environment.
While one possible approach for evaluation would be to instantiate P2P
tools such as the Courseware Watchdog in the previous section and ob-
serve their behavior, simulation is the standard approach in the P2P
community for several reasons. First, it is not feasible to run a non-trivial
number of peers, even on larger clusters of computers, due to their ag-
gregated resource consumption (e. g., network sockets, main memory)
and the setup overhead. Second, the behavior of such a distributed ex-
periment is intrinsically more difficult to observe than in a simulation.
Third, a simulation allows for a more controlled environment than a
real-world setting. Thus, most of the published work in the P2P area re-
lies on simulations (see (Aberer et al., 2003a; Crespo and Garcia-Molina,
2002; Stoica et al., 2001) for some examples).

The remainder of this chapter is structured as follows: Sections 5.6
and 5.2 introduce related work and the necessary terms and definitions,
respectively. Routing and rewiring algorithms to build a small-world
semantic P2P network are described in Section 5.3 and evaluated in Sec-
tion 5.5. Section 5.7 provides a summary, an interpretation of the results
and outlook.

5.2. Basics and Definitions

5.2.1. Model of the P2P network

As this chapter is mainly concerned with network topologies and rout-
ing strategies in P2PKM systems, we abstract from the details of a P2P-
KM system implementation such as elaborated in the previous chapter.
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We assume that the following abstractions hold for the system under
consideration (similar to (Haase et al., 2004)):

• Each peer stores a set of content items, e. g., entities in a knowledge
base. On these content items, there exists a similarity function sim
which can be used to determine the similarity of content items to
each other. We assume d := 1 − sim to be a metric in the mathe-
matical sense, i. e., for all content items x, y, z, the following hold:
d(x, x) = 0, d(x, y) = d(y, x), d(x, z) ≤ d(x, y)+d(y, z). The particu-
lar set of content items used in this chapter will be entities from an
ontology with the related metric such as described in Section 3.4.

• Each peer provides a self-description of what it contains, in the fol-
lowing referred to as expertise. Expertises need to be much smaller
than the knowledge bases they describe, as they are transmitted
over the network and used in other peers’ routing tables. In our
case, the expertise consists of a content item selected as represen-
tative for the peer, but in general, the expertise could also include
peer metadata like query languages supported, additional capabil-
ities of the peer etc. As peer expertises are content items, they can
be compared to each other and to queries using the sim function.

• There is a relation knows on the set of peers. Each peer knows
about a certain set of other peers, i. e., it knows their expertises
and network address (IP, JXTA ID). This corresponds to the routing
index as proposed by Crespo and Garcia-Molina (2002). In order to
account for the limited amount of memory and processing power,
the size of the routing index at each peer is limited.

Sometimes it is more convenient to talk about the network in terms
of graph theory. One can view the P2P network as a directed
graph G(V, E) with a set V of nodes and a set E ⊆ V × V of edges,
where each peer P constitutes a node in V , and (P1, P2) ∈ E iff
knows(P1, P2). We will use both notations synonymously.

• Peers query for content items on other peers by sending query
messages to some or all of their neighbors; these queries are for-
warded by peers according to some query routing strategy. Using
the sim function mentioned above, queries can thus be compared
to content items and to peers’ expertises.
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5.2.2. (Weighted) Clustering Coefficients

One observation about small-world networks found in many areas such
as sociology or biology is that there are clusters of nodes. This means,
loosely speaking, that for each node, its neighbors are likely to be con-
nected directly themselves.

More formally, the clustering coefficient for a node v has been defined
by Watts (1999) as the fraction of possible edges in the neighborhood of
a node which are actually present. We slightly modify that definition to
use a directed graph as our knows relation may be asymmetric.

γv =
1

kv(kv − 1)

∑
w∈Γ(v)

|{u ∈ Γ(v) : (w, u) ∈ E}| (5.1)

where Γ(v) are the nodes pointed to by v, not including v:

Γ(v) = {u ∈ V \{v} : (u, v) ∈ E} (5.2)

and kv = |Γ(v)| is the size of the neighborhood. As kv(kv − 1) in Equa-
tion 5.1 is the maximum number of edges possible in the neighborhood,
γv takes on values between 0 and 1.

The clustering coefficient γ(G) of a graph is the mean of the clustering
coefficient over all nodes.

In the following, we extend this notion to a weighted clustering coeffi-
cient γw. The motivation for this is that we do not only want to capture
how densely connected the neighborhood of each peer is, but also if the
neighbors have contents similar to that of the respective peer:

γw
v =

1

kv(kv − 1)

∑
w∈Γ(v)

sim(v, w) |{u ∈ Γ(v) : (w, u) ∈ E}| (5.3)

This means that for the weighted clustering coefficient of node v, each
edge from a neighbor w counts only as much as the similarity between
w and v.

The weighted clustering coefficient is related to the observation that
in actual small-world networks where there is a notion of similarity be-
tween nodes, nodes are not only surrounded by dense neighborhoods.
Beyond the density of the neighborhood, the neighbor nodes of a par-
ticular node tend to be similar to the node under consideration. In a
social network of humans, for example, you are likely to find people of
common interests in these clusters. With the above definitions, we have

60



5.3. Rewiring and Routing Algorithms

0 ≤ γw
v ≤ 1. Large values of γw

v mean that v is surrounded by a dense
neighborhood of similar nodes.

Note that other weighted clustering coefficients have been defined
(Barrat et al., 2004; Barthelemy et al., 2004; Schank and Wagner, 2005)
which do not express the same intention as the one defined here.

5.2.3. Characteristic Path Length

The characteristic path length L is a measure for the mean distance be-
tween nodes in the network. It is defined by Watts (Watts, 1999; p. 29) as
follows: “The characteristic path length (L) of a graph is the median of the
means of the shortest path lengths connecting each vertex v ∈ F (G) to all
other vertices. That is, calculate d(v, j) ∀j ∈ V (G) and find dv for each
v. Then define L as the median of {dv}.” Here, d(v, j) is the number of
edges on the shortest path from v to j, and dv is the average of d(v, j)
over all j ∈ (V − {v}).

For reasons of efficiency, we use the sampling technique proposed by
Watts (take a sample {v1, . . . , vm} ⊂ V for some m < |V |, compute the
mean distance dvi

for each, take the median of mean distances as L) to
estimate L. Note again that in contrast to (Watts, 1999), we consider our
network to be directed.

As the measurement of clustering coefficients and characteristic path
lengths requires a global knowledge of the graph, these measures cannot
be used directly by the peers to guide their routing rewiring strategies.
We will use them instead to evaluate the behavior of the P2P system
from the outside.

5.3. Rewiring and Routing Algorithms

In a social system, people tend to be surrounded mostly by people who
are similar to themselves in some sense. A librarian will relate to other
people who care about books, and a surgeon will probably know some
more people from the health care area. In the self-organization termi-
nology from Section 1.4, the social network self-organizes into a state
where people tend to be socially connected to people they share some
interests with.

This leads to the following observation: if someone wants to find out
something about, say, a possible cure for squinting, he may want to ask
his friend, the surgeon. Even though he possibly does not know very
much about squinting himself, chances are that he will know another
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person from the medicine domain who does, e. g., an ophthalmologist.
On the other hand, if people are related to very similar people only,
this will lead to so-called “caveman worlds” (Watts, 1999), i. e., discon-
nected cliques which are not connected to each other. In practice, how-
ever, many people maintain relationships to people from different pro-
fessions, geographical locations, etc.; these are called long range edges, as
they span across multiple communities—densely knit parts of the net-
work that would otherwise be much more distant from each other.

To apply these observations in a peer-to-peer setting and allow our
P2P network to organize itself to mimic the behavior of a social system,
we need algorithms to make sure that peers can move within the net-
work by establishing new connections and abandoning old ones, trying
to get into clusters of similar peers. Peers also need to be able to esti-
mate which of their outgoing edges are most suitable for forwarding an
incoming query.

Figures 5.1 and 5.2 show examples of a clustered and an unclustered
network, respectively (see Section 5.5.1 for details.); both have been laid
out using a spring embedder algorithm. While in Figure 5.1 the nodes
are linked randomly, in Figure 5.2, a topical structure can be observed.
In the top left, there are peers concerned with persons and research
projects (Lecturer, Professor, etc.); in the middle, there are peers con-
taining entities related to organizations; and in the bottom right cor-
ner, peers are clustered which deal with publications. In the latter of
these two networks, it is reasonable to assume that peers can make “ed-
ucated guesses” about where to forward any given query, as most peers
which will be able to answer can be found in a limited region of the
network. In the following paragraphs, we introduce a strategy for clus-
tering P2P networks by topic—namely, rewiring peers greedily to more
similar peers they discover on walks through the network. Figure 5.2 is
the result of applying the RandomWalk strategy to the network of 5.2.

5.3.1. Rewiring Algorithms

In order to build a topically clustered graph using only the kind of
knowledge available locally on the peers, we use strategies based on
walks on the P2P network. A walk in this sense is the traversal of a mes-
sage along a particular path in the network.

To become part of a topically clustered neighborhood, i. e. to be sur-
rounded by similar peers, a peer Pk will periodically initiate the follow-
ing procedure:
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Figure 5.1.: Unclustered network

1. Pk assesses its knows relation and decides whether it is in an un-
suitable neighborhood, i. e. on the average, its neighbors are too
dissimilar from itself:

1

kPk

∑
Pj∈{Pj |knows(Pk,Pj)}

sim(Pk, Pj) < minSimilarity (5.4)

for a given threshold minSimilarity.

2. If so, Pk sends a WalkMessage M, containing its expertise and a
time-to-live (TTL) value, into the network.

3. Message M is forwarded until TTL = 0; each forwarding peer
appends its own expertise to M and decreases TTL.

4. If TTL = 0, M is sent directly back to the original sender Pk.
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Figure 5.2.: Clustered network

5. Pk collects the other peers’ expertises from M . It may find one or
more suitable neighbors in that set and decide to keep these in its
own routing index, i. e., its knows relation. If the routing index size
is exceeded, entries for other—less similar— peers may have to be
dropped.

The forwarding in Step 3 can be done in different ways:

Random Walk. The message M is forwarded randomly. This is the best
one can do if the network is not clustered yet.

Gradient Walk. At each peer Pi, the message M is forwarded to the neigh-
bor of Pi which is most similar to the original sender Pk of M . This
is suitable if the network already has a structure corresponding to
the ontology (as shown in Figure 5.2); in a random network, how-
ever, this strategy will get stuck in local minima too easily.

As with the routing strategies below, these strategies can also be com-
bined, e. g., by choosing the gradient walk and the random walk strat-
egy randomly with equal probabilities (see setting in Section 5.5.1).
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5.3.2. Routing Strategies

We have experimented with a number of routing strategies which pro-
mise to be useful under the assumptions we made in the preceding sec-
tions:

Fixed Fanout Forwarding. The query is forwarded to a fixed number n of
neighbors; these are selected to be the n neighbors most similar to
the query.

Threshold Forwarding. The query is forwarded to all neighbors which are
more similar to the query than a given threshold.

Fireworks. If the query is more similar to the expertise of the forwarding
peer than a given threshold, it is broadcast in the neighborhood of
the forwarding peer with a new TTL (Ng and Sia, 2002).

Fixed Fanout Random Forwarding. The query is forwarded to a fixed num-
ber of randomly selected neighbors.

Random Composite Strategy. A meta-strategy which wraps a number of
other strategies plus corresponding weights, and hands over each
query to one of the wrapped strategies which has been selected
randomly according to the weights. For example, if we wrap strate-
gies A and B with weights 2 and 1, respectively, A will get to han-
dle twice as many queries as B.

Composite Strategy. A meta-strategy using a chain of responsibility (Gam-
ma et al., 1995) of strategies; each strategy can claim that it has
processed the query, or pass it to the next strategy in the chain.
Figure 5.3 shows an example of a composite strategy. First the
query is processed locally. Then, the Fireworks strategy gets to
handle it, broadcasting it if the necessary level of similarity is met.
Otherwise, the query is handled by the Random Composite Strat-
egy, which randomly chooses to hand it over to the Fixed Fanout
Strategy.

This way, combinations of different routing strategies can be assem-
bled flexibly. In practice, this will be done by an expert who designs
and implements the actual P2PKM system, depending on the require-
ments; for example, network load can be traded off against recall by
increasing the time to live for query messages. One can also imagine a
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Figure 5.3.: Chained routing strategies

P2PKM system learning appropriate strategies over time (cf. outlook in
Section 5.7.2).

Each peer first tries to answer a query from its local knowledge base.
Furthermore, each query maintains a list of peers that it has been passed
through, so that upon visiting a peer a second time, it will be discarded
to avoid cycles.

In principle, the same set of strategies could also be used for the re-
wiring step in the previous section. For the sake of simplicity, we have
restricted the more complex strategies for the routing and used only ba-
sic strategies for the rewiring step.

5.4. Implementation Aspects

As real-world P2P networks are hard to instantiate in a non-trivial size
and difficult to control, most research in P2P systems is done using sim-
ulations.

For the work presented in this chapter, a simulation environment has
been implemented that allows for the flexible variation of the compo-
nents under consideration, e. g., routing and rewiring algorithms, met-
rics on content items, and many more.

The simulation is based on a discrete event simulation kernel (Frey
et al., 2003) written in Java. In that kernel, events such as the send-
ing and receiving of messages are controlled by a central, discrete-time
based event queue.
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5.5. Evaluation

5.5.1. Setting

As actual P2P networks cannot easily be instantiated with arbitrary num-
bers of peers, different routing strategies etc., we conducted a number of
experiments in a simulation environment. In our experiments, we used
500 peers, each of which was allowed to have a routing index of size
10. Each peer was assigned one randomly chosen entity from the SWRC
ontology1, which acted both as content and as expertise.

The network topology each experiment started with was as a 10-re-
gular random graph, i. e. the knows relation of each peer was initialized
with the 10 randomly selected other peers. If not stated otherwise, the
following parameters were used:

• fireworks strategy with broadcast threshold of 1 (meaning, broad-
cast only if query matches peer exactly), broadcast TTL of 2,

• if the fireworks strategy does not handle the query, it is forwarded
to the two best matching neighbors,

• the query TTL was set to 5,

• the minSimilarity was set to 0.7,

• composite rewiring strategy which randomly chooses between ran-
dom walk or gradient walk rewiring with equal probability, both
with a TTL of 5,

The starts of the rewiring processes at the peers were uniformly dis-
tributed over the time interval [8000, 12000]; this means that at the be-
ginning of the simulation, only querying activity will take place in the
system, but no rewiring. At about 10000 timesteps, the rewiring starts.
This is to prevent that all peers start rewiring simultaneously, leading
to an unrealistic, synchronous network load. The time between invo-
cations of the rewiring processes was randomly selected from a normal
distribution of 500 with a standard deviation of 100.

We have measured the recall—the fraction of retrieved matching enti-
ties over the total number of matching entities present in the network—
for each query, as well as the total number of messages (query and result
messages).

1http://ontobroker.semanticweb.org/ontos/swrc.html
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5.5.2. Clustering Coefficients

Figure 5.4.: Clustering coefficients over time, for different minSimilarity
values

Figure 5.5.: (Weighted) clustering coefficient for minSimilarity = 0.7

Figures 5.4 and 5.5 show that the clustering coefficients γ increase
as intended as a result of the rewiring process. The influence of the
minSimilarity parameter can be seen: the higher the demands of the
rewiring peers are as to the minSimilarity of their neighborhoods, the
more the clustering coefficients increase. The same holds for the weigh-
ted clustering coefficient γw, proving that we are building a network of
topically related clusters.
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Furthermore, note in Figure 5.5 that the weighted clustering coeffi-
cient γw increases much more than the clustering coefficient (a factor of
3.5 vs. 2.2), relative to the values at the beginning. This is an indica-
tion that the clusters that are formed actually consist of topically related
peers.

5.5.3. The Influence of Clustering on Recall and Network Load

As can be seen in Figure 5.6, the recall of the queries sent by the peers
increases as a result of the rewiring—except for the extreme case with
minSimilarity = 0.9, which will be discussed in Section 5.5.4. In the best
case for minSimilarity = 0.7, an increase of 44% (0.27 vs. 0.39 recall) could
be achieved.

At the same time, the number of messages needed per result decreases.
Figure 5.7 shows the ratio between the number of messages needed to
process each query (query and response messages) and the number of
items retrieved. At the end of the rewiring process, about 9 messages
are needed to retrieve one result, as opposed to 14 at the beginning (a
36% decrease).

Figure 5.6.: Recall over time, averaged over 10000 timesteps

5.5.4. Clustering Too Much

While the previous section has shown that a certain amount of cluster-
ing is beneficial for query routing, it is possible to cluster too much.
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Figure 5.7.: Messages per result obtained, averaged over 10000
timesteps

Figure 5.6 shows the recall for different values of the minSimilarity pa-
rameter (and thus, different amounts of clustering as shown in Fig-
ure 5.4). We can see that for average minSimilarity values of around 0.7,
the level of clustering achieved is optimal. Lower values do not yield
much clustering and improvement in the querying performance at all,
while higher values tend to produce clusters which are too tight, thus
sacrificing inter-cluster connections. This can lead to “caveman worlds”,
where each cluster (cavemen in one cave) is very dense, with next to no
connections to the outside world. For values of minSimilarity close to 1,
the graph will even be partitioned into unconnected components.

5.5.5. Characteristic Path Length

As we started from a regular random graph, the characteristic path length
of the network was quite small from the outset as is expected from a
random graph (Watts, 1999). Although a high clustering coefficient and
small L are in many cases contradicting goals (e. g. a hypercube or a
random graph have small L, but also small clustering coefficients), Fig-
ure 5.8 shows that the characteristic path length was not increased much
in the rewiring process, while the clustering coefficient increased (see
Section 5.5.2). For the case yielding the best recall—namely, minSimilarity =
0.7—the characteristic path length increased only about 2%. For a higher
minSimilarity value, the increase of L was larger. This is a further indi-
cation that in that case we cluster too much (cf. Section 5.5.4).
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Figure 5.8.: Characteristic path length over time for different minSimi-
larity values

5.6. Related Work

At the time of writing this chapter, there have been several research
projects concerned with knowledge management in a P2P setting; exam-
ples include Edutella (Nejdl et al., 2002) and SWAP (Ehrig et al., 2003).
The assumptions about P2PKM systems made in Section 5.2 are coher-
ent with what has been done in these projects.

A similar view on the rewiring algorithm from Section 5.3 has been
presented by Singh and Haahr (2004, 2006) in order to cluster peers by
bandwidth or geographical location. They use an analogy to Schelling’s
model for segregation (1978) to motivate the rewiring step, though the
similarity to neighbors is not based on a metric, but on a binary equality
criterion—peers either are similar to each other or not.

Much of this chapter draws upon the observations on the structure
and evolution of small-world networks presented by Barabási (2003)
and Watts and Strogatz (1998). Barabási demonstrates how the struc-
ture of existing networks, such as the hyperlink topology of the WWW,
can be replicated by a process of preferential attachment, meaning that
each node in the network will be linked to by others with a probability
proportional to its number of links.

Watts and Strogatz (1998) describe the basic notions of the clustering
coefficient and characteristic path length measures as indicators of small-
world networks. Watts (1999) examines several models for the growth
of small-world networks from what he calls substrates: e. g. a substrate
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could be a ring or a grid graph from which a small-world topology
emerges. He introduces the idea of rewiring as a mechanism for evolving
the graph structure of a substrate into a more desirable one.

Both Barabási and Watts/Strogatz, however, analyse graphs from a
global view; for example, to attach preferentially to a node with high in-
degree in the Barabási model, a new node would have to see all nodes
in the graph in order to assess the respective degrees; on the other hand,
a well-connected node is more likely to be found in a random walk. In
Section 5.3, we show strategies for rewiring into a small-world network
which only rely upon the local knowledge present at each node.

The knows relation presented in Section 5.2 is a variant of the routing
index as presented by Crespo and Garcia-Molina (2002), extended from
a keyword-based version into one that contains arbitrary items compa-
rable by a distance function.

Clustering is mentioned as an enabling factor for routing strategies
such as fireworks routing (Hang and Cheung, 2002) or the superpeer-
based routing in Edutella (Nejdl et al., 2003). We complement these
works by presenting a strategy for building the necessary clustered struc-
ture and demonstrate under which circumstances clustering is beneficial
for routing. Hang and Cheung mention a Learning Fuzzy method for
topology building; this method is not elaborated though, but may be
similar to the rewiring strategies mentioned in Section 5.3.

Haase et al. (2004) describe P2P routing strategies based on semantic
topologies. In contrast to the work presented here, they use an approach
of pushing advertisements of ones own expertise to other peers, as op-
posed to the rewiring strategies used here which pull information about
suitable new neighbors from the network. Furthermore, they do not
make any explicit observations about the graph structure of the emer-
gent network.

The idea of self-organizing topical communities has been pursued
similarly to this chapter by Tempich et al. (2004). Their method is, how-
ever, based on observing past behavior of peers in order to predict their
future query answering capabilities, leading, on the downside, to a boot-
strapping problem, as peers which have not answered many queries yet
will not be found easily.

This idea of extrapolating the past behavior of peers has been ex-
tended later. The idea of coupling different routing strategies such that
the next one can take over if the previous one fails to find a good routing
decision has been re-discovered independently of the work presented
here by Löser et al. (2005). What is called “routing strategies” in this
chapter is dubbed “network layers” in (Löser et al., 2005), maintaining
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the general idea of maintaining fallback strategies if the content based
strategy fails.

5.7. Conclusion and Outlook

5.7.1. Conclusion

In this chapter, we have demonstrated how peers in an ontology-based
P2P knowledge management scenario can organize themselves into a
network topology which reflects the structure of the ontology—i. e.,
peers having similar contents get to be close to each other in the net-
work, thus forming clusters around common topics. We have provided
algorithms which can be executed on each peer without central control
to create this kind of topology, and have shown that a clustered topology
is beneficial for query routing performance. We have also demonstrated
that clustering can be overdone, yielding poorer query results.

Furthermore, we have introduced the notion of a weighted clustering
coefficient to measure if the clusters that are forming relate to common
topics, and provided interpretation of the routing performance with re-
spect to the graph structure of the emerging network.

5.7.2. Outlook and Future Work

The methods described in this paper work well if one assumes that all
peers share the same ontology (at least, parts of one ontology large
enough so that the shared entities can be used to compute similarities
and make routing decisions). This may or may not be realistic, depend-
ing on the kind of community which wants to use this kind of seman-
tic P2P network. If the community was not a closely-knit one which
can easily agree on some standard ontology for the expected KM tasks,
the problems of emergent ontologies, ontology alignment and mapping,
standard upper ontologies etc. apply and would have to be solved.

Multiple groups of users, each of which agrees on a standard ontol-
ogy, would be quite easy to accommodate in a network as described
here, however. The use of a certain ontology could be incorporated into
each peer’s expertise and thus be considered in the routing process.

Our framework for routing and clustering in P2PKM leaves a lot of
room for tuning parameters and combinations of strategies. In an im-
plementation of such a network for end-users, one would need to hide
all of these parameters and either find default values suitable for a wide
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range of possible network states, or find ways for each peer to automati-
cally determine reasonable values, thus enabling the network as a whole
to learn suitable parameters.

Furthermore, it is worth discussing which of the parameters should be
user-settable. It could be necessary to limit users’ possibilities in order
to prevent users from accidentally or malevolently flooding the network
with query messages and hindering communitcation; on the other hand,
a user should be able to express her preferences, e. g. to trade off time
against precision.

The clusters in the network can be seen as communities of peers with
common interests. Making these communities explicit would facilitate
tasks such as browsing: if a user finds that peer Pk contains interest-
ing material, she might want to browse the contents of other peers in
the community of Pk. Complementary to querying, browsing would
provide a different way of accessing the knowledge available in the net-
work. Maintaining and labeling such communities in a decentralized
manner would be an interesting extension of P2P knowledge manage-
ment systems; for example, in the social semantic desktop use case (cf.
Section 2.2.2) keeping track of communities is a central aspect.
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Knowledge Bases for P2PKM

In the previous chapter, we assumed that peers are able to provide a
self-description or expertise of their contents. How this expertise
is to be obtained, short of asking the user to provide one manually,
is not trivial.
In this chapter, we develop an algorithm for computing semantic
summaries of knowledge bases. These can be used as expertises for
peers in a semantic P2PKM setting.
This chapter is based on (Schmitz et al., 2006a).

6.1. Introduction

In Chapters 4 and 5, we have outlined the components of a self-orga-
nizing P2P network consisting of peers with knowledge bases modeled
in Semantic Web formalisms. The self-organizing and routing methods
from Chapter 5 have relied on a self-description or expertise of each peer
being available. The two requirements for that self-description are that
(a) it must be comparatively small, as it is transmitted over the network
and used in other peers’ routing indices, and (b) it must represent as
well as possible the whole of the contents of that peer.

Thus, we will need a method to summarize the contents of knowledge
bases, yielding a small set of representative entities that best capture the
overall content of the respective knowledge base. Applications of the
summarization method presented in this chapter are not restricted to
P2PKM applications, however. The same method could be used to sum-
marize knowledge bases in any Semantic Web scenario, e. g., to describe
SQI endpoints of learning repositories (cf. Section 4.6.2 and (Simon et al.,
2004)).
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6.2. Preliminaries and Definitions

6.2.1. Model of a Semantic Peer-to-Peer Network

We assume a P2P network model such as the one described in Chap-
ter 5. Each peer contains a knowledge base modeled using the ontology
formalisms described in Section 3.3, including a metric on ontology en-
tities.

6.2.2. Shared and Personal Parts of the Knowledge Bases

We assume that peers do agree on at least a part of an ontology that
can be used to describe summaries to each other. More formally, peers
Pi, i = 1 . . . n in the system are assumed to share a certain part O of their
ontologies: in the case of e-learning, this could be the LOM standard (cf.
Chapter 4) plus a classification scheme; when exchanging bibliographic
metadata as in Bibster, this could be an ontology reflecting BIBTEX and a
classification scheme such as ACM CCS1, etc.

Additionally, the knowledge base KBi of each peer Pi contains per-
sonal knowledge PKi which is modeled by the user of the peer and is not
known a-priori to other peers. Querying this knowledge efficiently and
sharing it among peers is the main task of the P2PKM system. Formally,
we can say that for all i, KBi = O ∪ PKi.

In Figure 6.1, the ontology used in the evaluation in Section 6.4 is
shown. In this case, the shared part O comprises the concepts Person,
Paper, Topic, and their relations, as well as the topics of the ACM CCS.
The personal knowledge PKi of each peer contains instantiations of pa-
pers and persons and their relationships to each other and the topics for
the papers of each individual author in DBLP with papers in the ACM
digital library (cf. 6.4.1 for details).

For the purpose of this chapter, the presence of a shared ontology O is
assumed. The problem of ontologies emerging in a distributed KM set-
ting (Aberer et al., 2003b), of ontology alignment, mapping, and merg-
ing (de Bruijn et al., 2004), are beyond the scope of this work.

6.2.3. k-Modes Clustering

In Section 6.3, we will use an extension of k-modes clustering (Huang,
1998) to obtain aggregations of knowledge bases. The basic version

1http://www.acm.org/class
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of k-modes clustering for partitioning a set S of items into k clusters
S1, . . . , Sk such that S =

⋃̇
iSi works as follows:

1. Given k, choose k elements Ci, i = 1 . . . k of S as centroids.

2. Assign each s ∈ S to the cluster Si with i = arg minj d(Cj, s).

3. For i = 1 . . . k, recompute Ci such that
∑

s∈Si
d(Ci, s) is minimized.

4. Repeat steps 2 and 3 until centroids converge.

This algorithms yields (locally) optimal centroids which minimize the
average distance of each centroid to its cluster members. A variation
we will use is bi-section k-modes clustering, which produces k clusters by
starting from an initial cluster containing all elements, and then recur-
sively splitting the cluster with the largest variance with 2-modes until k
clusters have been reached. Compared to the direct splitting into k clus-
ters, bi-section k-modes yields a more uniform distribution of cluster
sizes.

6.3. Graph Clustering for Content Aggregation

As mentioned in the motivation, a peer needs to provide an expertise
in order to be found as an information provider in a P2PKM network.
From the discussion above, the following requirements for an expertise
can be derived:

• The expertise should provide an aggregated account of what is
contained in the knowledge base of the peer, meaning that using
the similarity function, a routing algorithm can make good a-priori
guesses of what can or cannot be found in the knowledge base.
More specifically, the personal part PKi should be reflected in the
expertise.

• The expertise should be much smaller than the knowledge base it-
self, preferably contain only a few entities, because it will be used
in routing indices and in computations needed for routing deci-
sions and will be passed from peer to peer over the network.

With these requirements in mind, we propose the use of a clustering
algorithm to obtain an expertise for each peer.
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6.3.1. Clustering the Knowledge Base

We use a version of bi-section k-modes clustering for the extraction of
such an expertise. As mentioned before, k-modes clustering yields cen-
troids which are locally optimal elements of a set regarding the average
distance to their cluster members.

Using a semantic metric as defined in Section 3.4, these centroids ful-
fill the abovementioned requirements for an expertise: We can compute
a small number of centroids, which are—on the average—semantically
close to every member of their respective clusters, thus providing a good
aggregation of the knowledge base.

In order to apply this algorithm in our scenario, however, some chan-
ges need to be made:

• The set S to be clustered consists only of the personal parts PKi of
the knowledge bases. Otherwise, the structure of the shared part
(which may be comparatively large) will shadow the interesting
structures of the personal part.

• The centroids Ci will not be chosen from the whole knowledge base,
but only from the shared part O of the ontology. Otherwise, other
peers could not interpret the expertise of a peer.

The expertise for each knowledge base is obtained by clustering the
knowledge base as described, obtaining a set {Ci | i = 1 . . . k} ⊆ O of
entities from the ontology as centroids for a given k. The expertise then
consists of the pairs {(Ci, |Si|)|i = 1 . . . k} of centroids and cluster sizes.

6.3.2. Determining the number of centroids

One problem of the k-modes algorithm is that one needs to set the value
of k beforehand. As the appropriate number of topics for a given know-
ledge base may not be known a-priori, we use the silhouette coefficient
(Kaufman and Rousseeuw, 1990), which is an indicator for the quality
of the clustering. In short, it determines how well clusters are separated
in terms of the distances of each item to the nearest and the second near-
est centroid: if each item is close to its own centroid and far away from
the others, the silhouette coefficient will be large, indicating a good clus-
tering.
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6.4. Experimental Evaluation

In the following sections, we will try to verify three hypotheses:

1. Extracting a good expertise from a knowledge base is harder for
large knowledge bases: the interests of a person interested in many
areas will be more difficult to summarize than those of someone
who has only few fields of interest.

2. With larger expertises, the retrieval results improve: if we spend
more space (and processing time) for describing someone’s inter-
ests, we can make better guesses about what his knowledge base
contains.

3. The clustering strategy extracts good expertises with respect to re-
trieval performance: returning the cluster centroids and counts
gives a good approximation of what a knowledge base contains.

6.4.1. Setup

To evaluate the usefulness of the expertise extraction approach from Sec-
tion 6.3, we consider a P2PKM scenario with a self-organized semantic
topology as described in Section 5.2: the expertises of peers are stored in
routing tables, where similarity computations between queries and ex-
pertises in the routing indices are used to make greedy routing decisions
when forwarding queries.

The routing strategies in a P2P network will try to query those peers
first that have an expertise close to the query (cf. Section 5.3.2). Thus, a
summarization strategy is good if it produces expertises that are similar
to a query iff the contents of the knowledge base yield results for that
query.

In the following experiment, the quality of the expertises is evaluated
in isolation based on that observation: An expertise was extracted for
each peer. All of the shared entities of the ontology were used in turn as
queries. For each query, the peers were sorted in descending similarity
of the closest entity of the expertise to the query. Ties were resolved by
ordering in decreasing weight order. We measure the recall (defined as
in Section 5.5.1) for each query against the number of peers which need to
be queried for a given recall level.

The evaluation is based on the following use case: there are scientists
in the P2P network sharing bibliographic information about their publi-
cations. An ontology according to Figure 6.1 is used. Only the top level
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Figure 6.1.: Ontology used in the Evaluation

concepts (Person, Topic, Paper) and the ACM classification hierarchy
are shared among the peers. Each user models a knowledge base on his
peer representing his own papers.

We instantiated such a set of knowledge bases using the following
data and set up the experiment as follows:

• For the 39067 papers from DBLP which are also present in the
ACM Digital Library, the topics were obtained from the ACM web-
site. There are 1474 topics in the ACM Computing Classification
System. Details on the construction of the dataset and the conver-
sion scripts can be found on http://www.kde.cs.uni-kassel.de/schmitz/acmdata.
Each author runs one peer with a knowledge base containing the
information about all of his papers.

• To yield non-trivial knowledge bases, only those authors who have
written papers on at least 10 topics were considered. This left 317
authors running peers. A discussion of this pruning step can be
found in Section 6.4.3.

For each of the summarization strategies described below, we show
the number of peers which had to be queried in order to yield a given
level of recall. This is an indicator for how well the expertises capture
the content of the peers’ knowledge bases: the better the expertises, the
fewer peers one needs to ask in order to reach a certain level of recall.

This is a variation of the usual precision-over-recall evaluation from
information retrieval. Instead of precision, measuring how many of the
retrieved documents are relevant, the relative number of the queried
peers which are able to provide papers on a given topic is measured.
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6.4.2. Expertise Extraction Strategies

In comparison with the clustering technique from Section 6.3, the fol-
lowing strategies were evaluated. The expertise size was fixed to be 5
except where noted otherwise.

Counting (#5): The occurrences of topics in each author’s knowledge
base were counted. The top 5 topics and counts were used as the
author’s expertise.

Counting Parents (#P5): As above, but each topic did not count for itself,
but for its parent topic.

Random (R5): Use 5 random topics and their counts.

Wavefront (WFL7/WFL9): Compute a wavefront of so-called fuser con-
cepts (Hovy and Lin, 1999). A fuser concept is a concept many
descendants of which are instantiated in the knowledge base. The
intuition is that if many of the descendants of a concept occur, it
will be a good summary of that part of the knowledge base. If
only few children occur, a better summarization would be found
deeper in the taxonomy.

There are two parameters in this computation: a threshold value
between 0 and 1 for the branch ratio, and a minimal depth for the
fuser concepts. There are some problems in comparing this strat-
egy with the others named here:

• It is not possible to control the number of fuser concepts re-
turned with the parameters.

• Leaves can never be fuser concepts, which is a problem in a
relatively flat hierarchy such as ACM CCS, where many pa-
pers are classified with leaf concepts.

• All choices of parameters yielded very few fuser concepts.

In order to fix these problems, the expertise consists of the fuser
concepts as returned by the wavefront computation with the re-
spective number of descendants as weights. If the number of fuser
concepts is less than the 5, the expertise is filled up with the leaf
concepts occurring most frequently. We examine thresholds of 0.7
(WFL7) and 0.9 (WFL9).
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Clustering (C5/C37): The expertise consisted of centroids and cluster si-
zes determined by a bisection-k-modes clustering as described in
Section 6.3. C5 used a fixed k of 5, while C37 selected the best
k ∈ {3, . . . , 7} using the silhouette coefficient.

6.4.3. Results

In this section, results are presented for the different strategies. The val-
ues presented are averaged over all queries (i. e. all ACM topics), and,
in the cases with randomized algorithms (C5, C37, R5), over 20 runs.

Note that all strategies except C37 returned expertises of size 5, while
in C37, the average expertise size was slightly larger at 5.09.

Pruning of the Evaluation Set

In order to yield interesting knowledge bases to extract expertises from,
we pruned the ACM/DBLP dataset as described in Section 6.4.1. Thus,
only the knowledge bases of authors which have written papers on at
least 10 topics were considered.

Percentage of Peers
Recall full data pruned data

10% 0.01 4.09
30% 0.04 4.93
50% 0.07 6.43
70% 0.16 12.53
90% 0.55 18.73

100% 3.45 22.88

Table 6.1.: Full vs. pruned data: Fraction of
peers (%) queried to yield given recall, C5
strategy

Table 6.1 presents a comparison of the full and the pruned dataset for
the C5 strategy; the numbers show the percentage of peers that need to
be queried for a given level of recall. For example, in the pruned dataset,
12.53% of the peers need to be queried—averaged over all topics—to
yield 70% recall. It can be seen that the full data require querying only
a fraction of the peers which is one or two orders of magnitude smaller
than the pruned data, indicating that the first hypothesis holds and the
pruning step yields the “hard” instances of the problem.
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Influence of the Expertise Size

Intuitively, a larger expertise can contain more information about the
knowledge base than a smaller one. In the extreme case, one could use
the whole knowledge base as the expertise.

To test this second hypothesis, Figure 6.2 and Table 6.2, show the in-
fluence of the expertise size on retrieval performance for the clustering
strategy.

Figure 6.2.: Influence of Expertise Size

Expertise Size
Recall 1 3 5 7 10

10% 15.06 6.80 4.09 3.38 3.03
30% 17.66 8.16 4.93 4.12 3.69
50% 21.79 10.59 6.43 5.35 4.82
70% 33.37 19.79 12.53 10.21 9.18
90% 44.57 28.20 18.73 15.44 14.15

100% 49.07 33.04 22.88 19.10 17.67

Table 6.2.: Percentage of Peers Queried against Expertise Size for C5

While the small number of data points for each recall level do not
lend themselves to a detailed quantitative analysis, it is clear that the
expertise size has the expected influence in the clustering technique: the
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Exp. Size Percentage of Peers
3 20%
4 15%
5 21%
6 23%
7 21%

Avg.: 5.09

Table 6.3.: Distribution of Expertise Sizes for C37

larger the expertise is, the more detail it can provide about the know-
ledge base, and the better the retrieval performance is.

Note that the resources a peer would be willing to spend on stor-
ing routing tables and making routing decisions are limited, so that a
trade-off between resources set aside for routing and the resulting per-
formance must be made.

Influence of the Summarization Strategy

Finally, we evaluate the performance of the clustering strategies against
the abovementioned baselines #5, #P5, R5, WFL7, and WFL9.

Table 6.4 and Figure 6.3 show that the k-modes clustering compares
favorably against the other strategies: fewer peers need to be asked in
order to find a given proportion of the available papers on a certain
topic. This is an indication that the clustering technique will yield ex-
pertises which can usefully be applied in a P2PKM system with a for-
warding query routing strategy based on routing indices. For example,
to yield 100% recall, 58% fewer (18.42% vs. 44.15%) peers would have
to be queried when using C37 instead of the #5 strategy. With C37 and
a routing strategy that contacted best peers first, 100% − 18.42% ≈ 82%
of the peers could be spared from being queried while still getting full
recall.

Another noteworthy point is that the parent-counting strategy #P5
performs better than just counting in the #5 strategy. This indicates
that even this simple ontology-based aggregation is indeed useful for
a knowledge base summary; still, it is far from the performance of C5
and C37.
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Percentage of Peers Queried
Recall WFL7 WFL9 C5 C37 #5 #P5 R5

10% 7.96 7.53 4.09 3.10 10.69 9.25 6.96
30% 9.55 9.05 4.93 3.80 12.15 10.72 8.26
50% 12.30 11.51 6.43 5.01 15.33 13.67 11.33
70% 22.86 22.58 12.53 9.65 27.43 23.38 24.04
90% 33.86 33.72 18.73 14.78 39.45 33.91 35.16

100% 38.89 39.23 22.88 18.42 44.15 39.27 39.65

Table 6.4.: Percentage of Peers Queried against Recall

Figure 6.3.: Percentage of Peers Queried against Recall
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6.5. Related Work

To the best of the author’s knowledge, the particular problem discussed
in this paper has not been treated before. There are, however, related
areas which touch similar topics.

So-called knowledge-rich approaches from the text summarization com-
munity (Hovy and Lin, 1999; Hahn and Reimer, 1999) use algorithms on
conceptual knowledge representations to extract salient topics from full
texts in order to generate summaries. We compare our approach to the
one of Hovy and Lin in Section 6.4.

In semantic P2P overlays, peers need some means of obtaining a no-
tion of other peers’ contents for routing tables and other purposes. Löser
et al. (2005) and others rely on observing the past behavior of peers—
queries sent and answered by each peer—to guess what kind of infor-
mation peers contain, including some fallback strategies to overcome
the bootstrapping problem. In (Haase et al., 2004), peers publish their
expertise containing all topics they contain information about without
any aggregation; no strategy is given to limit the amount of routing in-
formation each peer publishes.

Keyword-based P2P information retrieval systems make use of the
bag-of-words or vector-space models for IR. Reynolds and Vahdat (2003)
and others propose the use of Bloom filters to maintain compact rep-
resentations of contents for routing purposes. These techniques, how-
ever, do not provide a semantically aggregated view of the contents, but
rather a bitwise superposition of keywords which, for example, loses
semantic relationships between related keywords.

Much work has been done on graph clustering (e. g., (Pothen, 1997))
in a variety of areas. Most of these algorithms, though, do not readily
yield representatives such as the centroids from the k-modes algorithm
used in Section 6.3, and/or may not be naturally adapted to the shared-
part/personal-part consideration used in this paper.

6.6. Conclusion and Outlook

6.6.1. Conclusion

In this chapter, an algorithm which can be used to extract semantic
summaries—called expertises—from knowledge bases is proposed. A
motivation for the necessity of this kind of summary is given, namely,
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that such summaries are needed for routing tables in semantic P2P net-
works.

We demonstrate that the clustering method outperforms other strate-
gies in terms of queries needed to get a given recall on a set of know-
ledge bases from a bibliographic scenario. We also show qualitatively
that larger knowledge bases are harder to summarize, and that larger
expertises are an advantage in determining which peers to query.

6.6.2. Outlook and Work in Progress

Treatment of Literals. Open research questions include the treatment of
literals (e. g. looking for an instance of PhDStudent with a last name
“Schmitz”). While the simultaneous use of schema- or ontology-based
routing indexes and indexes on literal values has been proposed before
(Nejdl et al., 2003), to the best of our knowledge there has been no work
yet on how the two can be integrated in self-organizing semantic topolo-
gies. One possibility would be to treat literal values differently, e. g., in
a distributed hash table (DHT) overlay. A similar strategy has been pur-
sued, e. g., by Cai and Frank (2004).

Scalability Issues. Computing the metric as described above is com-
putationally expensive, as it needs to compute all-pairs-shortest-paths,
which scales as O(|V |·|E|·log |V |) (Cormen et al., 2001). For large ontolo-
gies having tens or hundreds of thousands of nodes, this is prohibitively
expensive. In the current evaluation, the shortest paths needed are com-
puted on the fly using Dijkstra’s algorithm (Cormen et al., 2001), but for
a real-world P2PKM implementation, some faster solution needs to be
found.

On the one hand, the metric needs to be computed only once, so the
actual cost of computing it is not relevant for the running system; on
the other hand, pre-computing the metric does not mitigate the prob-
lem very much, because maintaining the shortest path lengths requires
O(n2) storage, which is intractable for large ontologies.

On possible direction of investigation is to look at the actual usage of
the metric in a P2PKM system. If the community structure of the net-
work leads to a locality in the use of the metric, caching and/or dynamic
programming strategies for the metric computation may be feasible.

Test Data and Evaluation Methodology. Other than in Information Retrie-
val, for example, there are neither widespread testing datasets nor stan-
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dard evaluation methods available for Semantic Web and especially P2P-
KM applications. In order to compare and evaluate future research in
these areas, standardized data sets and measures need to be established.
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7. Introduction to Folksonomies

In this chapter, we will introduce folksonomies, a lightweight mech-
anism for categorizing resources. We will define folksonomy termi-
nology, outline the major features of folksonomy-based systems, and
give examples for different kinds of folksonomy applications.
Furthermore, we will discuss the different opinions regarding the
relationship between folksonomies and ontologies, and evaluate the
strengths and weaknesses of folksonomies as they are used today.

The first part of this thesis was concerned with peer-to-peer know-
ledge management in the Semantic Web, i. e., the sharing of structured
knowledge representations in a distributed system. In this part, we will
examine a complementary approach, in which very simple annotations
are shared by users in a central repository.

Since about the year 2004, a new view on web-based applications has
emerged under the name “Web 2.0” (O’Reilly, 2005); the emphasis in
these new applications is on data-driven applications, user participa-
tion, simplicity, and information reuse. One common denominator of
many of these applications is that lightweight metadata annotations of
resources, consisting of free-form keywords often called tags, are cre-
ated by large numbers of untrained users. The annotations are created
by the consumers of resources, whereas in classical annotation settings
the creators of the contents or dedicated professionals, such as librarians,
provide the metadata. While the Web 2.0 label encompasses many more
ideas including wikis, blogs, web services, or syndication of contents,
the focus of this part is on the collaborative classification of contents.

A number of names for this kind of classification has been used, in-
cluding folksonomies, grassroots classification, social classification, social book-
marking, distributed classification, ethnoclassification, open tagging, faceted
hierarchy (Mathes, 2004; Hammond et al., 2005). While there may be
subtle differences in the exact usage of these terms in their different ar-
eas of origin, e. g., anthropology, cognitive science, or library science,
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we will use them synonymously throughout this thesis, and mainly use
the term folksonomy, as that seems to be the preferred name at the time
of this writing for the kind of system we are describing.

In the remainder of this section, we will give a more detailed defi-
nition of folksonomies and the formal model of folksonomies we are
using in this thesis. Furthermore, we will discuss the advantages and
problems of folksonomies, their history, and typical applications and
use cases.

7.1. Terminology

Thomas Vander Wal, to whom the creation of the name folksonomy is
attributed, has defined it as follows:

Folksonomy is the result of personal free tagging of infor-
mation and objects (anything with a URL) for one’s own re-
trieval. The tagging is done in a social environment (usually
shared and open to others). Folksonomy is created from the
act of tagging by the person consuming the information.

(Vander Wal, 2007; spelling corrected)

Similar definitions have been made by others, e. g., by Tonkin and Guy
(2006) and Hammond et al. (2005):

A folksonomy is a type of distributed classification system. It
is usually created by a group of individuals, typically the re-
source users. Users add tags to online items, such as images,
videos, bookmarks and text.

(Tonkin and Guy, 2006)

[. . . ] the new link managers tend to use dynamic categoriza-
tion systems whereby the user annotates links with what-
ever terms seem most relevant. Links are generally anno-
tated with ’tags’, which are free-form labels assigned by the
user and not drawn from any controlled vocabulary.

(Hammond et al., 2005)

In Section 8.1, we will give a formal definition of what is considered a
folksonomy in this thesis, namely, that there is a number of users who
attach arbitrary tags to a set of resources, thus creating a set of tag assign-
ments.
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7.1.1. Folksonomies and Ontologies

As Part I of this thesis is concerned with P2P applications making use of
Semantic Web technology, including ontologies, and this part is about
folksonomies, we will briefly discuss the differences and commonalities
of folksonomies on the one hand with ontologies as considered by the
Semantic Web community (cf. Section 3.3) on the other hand.

In his widely regarded essay on ontologies as opposed to folksono-
mies,1 Shirky (2005) sees a fundamental clash between the ideas of on-
tologies and folksonomies. In his opinion, the point of ontologies is to
determine the “right” set of concepts to describe the world, as well as
the “right” concept for each resource to be described. He claims that
ontologies were heavily influenced by restrictions that no longer ap-
ply for digital contents, e. g., that each book in a library can only be
shelved at one particular location at the same time, and that these en-
deavours of finding one correct description for each resource are bound
to fail for a number of reasons. These include different political or social
backgrounds of the producers and consumers of annotations, different
contexts and purposes of the searching and annotating party, and many
more. In the same vein, Gendarmi et al. (2007) call traditional ontology
engineering procedures “elitist approaches”, as these assume the pres-
ence of an omniscient ontology engineer who can anticipate all possible
uses of the ontology to be designed.

Mazzocchi (2005) follows a more conciliatory approach. In what he
calls “folksologies”, he envisions folksonomies in their current form be-
ing described using Semantic Web languages such as OWL (cf. Section
3.2). In his vision, tags would start out being unique to users (e. g., user
A’s tag apple would be different—i. e., have a different URI—from user
B’s tag apple). Only after users peruse each others annotations and note
commonalities or differences between their usage of tags, a consolida-
tion or differentiation can take place. For example, user A could note
that he meant apple as “fruit” while user B was thinking about “com-
puter manufacturer”. By asserting in an OWL statement that A’s apple
is different from B’s, the user could contribute to a cleaning-up phase
that would help the folksology converge from a folksonomy to some-
thing that resembles an ontology in the stricter sense. A similar idea of
folksonomies converging to richer, more structured knowledge repre-
sentations is presented by Braun et al. (2007).

1See Table 11.14 in Section 11.2 for an indication that Shirky’s essay is indeed popular
in the Semantic Web community.
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An operationalization of this emergence of ontologies from folksono-
mies is proposed by Mika (2005). He applies mining algorithms and
network analysis to the folksonomy structure and infers connections be-
tween tags or between tags and resources (“concepts” and “instances”
in his terminology) automatically.

As regards the popularity of folksonomy-based KM solutions com-
pared to more formal, RDF- or ontology-based solutions, Halpin (2006)
observes that when discussing the semantics of RDF in the W3C, “[in]
the contest between social meaning and logic, logic won. While the W3C
continued to not address the slippery concept of social meaning, social
software took off”, and further, regarding folksonomies, “While it is un-
clear if such a technique can be subsumed by [the] logic-based Semantic
Web or [is] a low-cost alternative to the Semantic Web, it seems that ‘tag-
ging’ is here to stay due to its large deployed user-base”.

For the purpose of this thesis, it will be sufficient to consider the terms
ontology and folksonomy as defined in the respective chapters. It will be
interesting, however, how these two concepts will interact and influence
each other, and if there will be an amalgamated view on both in the
future that combines the properties of both.

7.1.2. Classification of Folksonomy Systems

While folksonomy-based systems agree on the basic structure of a folk-
sonomy and are similar in terms of usage, there are still differences be-
tween them that allow for a classification of these systems along several
dimensions. Marlow et al. (2006) discuss seven dimensions in which
folksonomy systems can be classified:

Tagging rights: Who is allowed to tag a resource (the owner, invited users,
everybody)? This distinction is also known as “broad versus nar-
row folksonomies” (Vander Wal, 2005), where narrow folksono-
mies are those where only the owner a resource is assigning tags,
whereas in broad folksonomies every user may tag a resource.

Tagging Support: Are tags recommended when posting, and if so, how
are these generated?

Aggregation: Are multiple taggings of the same resource with a given
tag counted?

Type of Object: What kind of content (images, web bookmarks, etc.) con-
stitutes the resources in the system?

94



7.2. Folksonomies and their Applications

Source of material: Is the content user-supplied or taken from another
source?

Resource connectivity: Are there links between resources, such as between
web pages in a social bookmarking system?

Social connectivity: Are there explicit links between users?

The social bookmarking systems we will consider in the following
chapters (see also the “social bookmarking” use case in Section 7.2.2)
are all of the same kind with respect to these dimensions. They allow
tagging by everybody, make tag suggestions, and count multiple tag-
gings of the same resource. Taggable resources are web pages (or, more
precisely, anything with a URI2), so that there usually are connections
between resources in the form of hyperlinks. Also, these systems typi-
cally allow users to make explicit connections to others, e. g., by declar-
ing other users as their friends, thus providing social connectivity.

7.2. Folksonomies and their Applications

7.2.1. Typical Features of Folksonomy-Based Applications

Considering the wealth of folksonomy tools present on the web today,
one can see a number of features which are common to the vast major-
ity of them. Thus, these can be seen as the defining characteristics of
folksonomy tools from the technical standpoint:

Pivot Browsing: As a folksonomy consists of users, tags, and resources,
folksonomy tools offer browsing capabilities for each of these di-
mensions. On the page about a particular user, the resources and
tags used by that user will be shown. These tags and resources
are hyperlinked to tag and resource pages, which in turn list posts
for the respective tags and resources, etc. The same holds also for
combinations of dimensions: for example, on a user page showing
a particular post with its tags, clicking on one of the tags will lead
to a page showing all of the posts by this user with this tag. This
kind of linking between all dimensions of the folksonomy enables
a quick navigation through its contents, even for untrained users.

2Some systems may restrict the set of possible URIs, e. g., by only allowing those with
an “http” URI scheme.
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Slim Posting Interface: One of the main features of folksonomy tools is
the ease of use and the minimization of the overhead required to
participate. To that end, a folksonomy site will typically have an
interface for entering new posts that requires as little effort as pos-
sible. The standard technique is to provide so-called bookmarklets,
small pieces of code that can be put into the bookmark bar of
the web browser. If such a bookmarklet is activated by a mouse
click, it will send the URL of the currently visited page to the folk-
sonomy service and initiate posting. The activity required from
the user is then reduced to entering tags for the current resource.
Though tag recommendations may be frowned upon (Tonkin and
Guy, 2006), most folksonomy tools recommend tags that could be
used for the given resource, thus reducing the typing overhead
even further. After tagging, the user will be redirected back to the
original page, so that adding information to the folksonomy en-
tails minimal interruption of the web browsing activity.

Feeds and Connectivity: One last important aspect of folksonomy tools is
their emphasis on connectivity. Bearing the concept of mashups in
mind—i. e., useful applications arising from the combination of
services from different web sites (Jhingran, 2006)—a typical folk-
sonomy tools offers several import and export facilities. For exam-
ple, a folksonomy site will usually offer an RSS feed (RSS Board,
2006) for every page it shows. These feeds can be imported by other
applications, in the simplest case by stand-alone feed readers. By
subscribing to the feed for a tag, one will be presented with all
posts for that tag; subscribing to a user-tag combination will show
all posts for that user bearing that tag, and so on.

7.2.2. Use Cases and Existing Applications

There is an abundant number of social bookmarking tools available on
the web; for example, “All Things Web 2.0”3 listed 143 bookmarking
services at the time of this writing. To give an impression of what typ-
ical folksonomy tools look like, we outline three use cases and describe
matching systems.

3http://www.allthingsweb2.com/mtree/BOOKMARK 2.0/, checked March 15, 2007
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Social Bookmarking

Among the very first applications of folksonomies that gained wide-
spread use was social bookmarking. The idea behind these systems is
that when browsing the web, a user uploads bookmarks and annota-
tions in the form of free form tags to a centralized web site instead of
storing them in his browser. This enables him to access the bookmarks
from any computer with internet connectivity; additionally, bookmarks
can be shared among users.

Figure 7.1.: Del.icio.us Screenshot

Figure 7.1 shows a typical page from popular del.icio.us4 social book-
marking website, established in 2003. On this page, some of the book-
marks of a particular user are shown on the left-hand side. Navigation
elements to tag pages and resource pages showing all posts for a par-
ticular URL can be seen. On the right-hand side, there is a so-called tag
cloud showing all tags of that user; the number of occurrences of each
tag is indicated by its size and color within the tag cloud.

Social bookmarking is not limited to web resources only. The BibSon-
omy5 system—in which the author is involved—is an an example of a
social bookmarking system with additional capabilities, in this case the
management of references to literature in the BIBTEX format. Figure 7.2
shows a screenshot of BibSonomy in which literature references are dis-
played alongside the web bookmarks.

4http://del.icio.us/
5http://www.bibsonomy.org/
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Even somewhat exotic resource types are managed in folksonomies.
In 43 Things6, for example, users collaboratively manage their personal
plans and wishes in life (“learn Spanish”, “lose weight”, or even “get
married”); similarly, 43 People7 allows people to share their wish of
meeting celebrities—Johnny Depp, Bill Clinton, Steve Jobs, Conan O’Bri-
en, and Jesus Christ being the favorites,8 in that order.

Figure 7.2.: BibSonomy Screenshot

Multimedia Resource Management

Another early use of folksonomies in the web was the management
of personal media collections. Sites such as Flickr9 for digital images,
Last.fm10 for audio content, or YouTube11 for videos are examples of
narrow folksonomies.

On these sites, users can upload their multimedia objects in order to
present them to the public, and assign tags to them. As opposed to
social bookmark management, each resource will be uploaded by one
user only (disregarding the possibility of duplicates, which will not be

6http://www.43things.com/
7http://www.43people.com/
8checked April 26, 2007
9http://www.flickr.com/

10http://www.last.fm/
11http://www.youtube.com/
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resolved by these services), and only the owner can assign tags to each
resource.

Figure 7.3.: Flickr Screenshot

Figure 7.3 shows a typical page of the Flickr site. A photo is shown
together with information about its owner and the tags assigned by the
owner. Other users can declare a photo as one of their favourites or
leave comments, but assigning tags is not possible for others.

Interestingly, while tools for broad folksonomies such as Del.icio.us
typically make it easy for users to copy other users’ contents into their
own personomy12, narrow folksonomy tools do not offer this possibil-
ity. One can assume that copying is not offered because there is a sense
of ownership (and possibly copyright) when uploading multimedia re-
sources, while tagging a web site in a bookmarking service does not
mean that the tagging user is the owner of that site in any sense.

Tagging Personal Information: File Systems

As Tonkin (2006) points out in her discussion about the origins of folkso-
nomies, adding lightweight metadata has a history that reaches farther
back than the current wave of Web 2.0 applications.

12The term personomy will be clarified in Section 8.1
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One example where keyword-based metadata has been used is in
filesystems. A filesystem is the part of an operating system that is re-
sponsible for organizing files on secondary storage. Typically, filesys-
tems use hierarchies of so-called directories or folders to store files. Still,
the operating systems and HCI communities have proposed numerous
alternative paradigms for organizing, browsing, and searching for files
on a personal computer (see (Tonkin, 2006) for references).

As an example, in the Macadam system (Dourish et al., 2000), the idea
of placeless documents that were retrieved not by their location, but by
user-specified properties, was proposed. Interestingly, the creators of
the Macadam system already highlighted that “document properties are
expressed relative to the consumer of the document, rather than the pro-
ducer,” an idea that re-surfaces today in the architecture of folksonomies.

On the other hand, while the idea of attribute-based retrieval of files
has been proposed (and implemented) years ago, mainstream operating
systems do not support similar operations yet; the emphasis is rather on
full-text search (e. g., Beagle in Linux, the Spotlight search tool in Mac
OS X, or Windows Search in Windows Vista).

Recently, there have been efforts to add tagging capabilities to main-
stream operating systems by using lightweight approaches that inte-
grate into the standard filesystem operations, e. g., by Ferré and Ridoux
(2001) who navigate files via a formal context generated from tags, or by
Bloehdorn et al. (2006) who use WebDAV (Goland et al., 1999) to offer
tagging capabilities on files.

7.3. Advantages and Problems of Folksonomy-Based

Applications

In order to understand why folksonomy-based applications have gained
such a quick acceptance with web users, we will have a closer look at
their advantages and disadvantages (cf. (Mathes, 2004; Hammond et al.,
2005; Tonkin and Guy, 2006)).

7.3.1. Advantages

Simplicity: One of the most important points in favor of folksonomies
over other forms of organization of contents is the simplicity of
use. As it takes literally only seconds to upload and annotate a
resource in a folksonomy system, and as there are no restrictions

100



7.3. Advantages and Problems of Folksonomy-Based Applications

on tagging and a very small learning curve, vast numbers of users
are actively participating on a daily basis.

Community Effect and Immediate Feedback: Due to the large number of par-
ticipating users, posting contents to a folksonomy system yields
immediate benefits. Users will be linked to like-minded other users,
they can discover related resources matching their tags, and learn
what the trends and tendencies within their community are.

Serendipitous Discovery: Thanks to the community effects and the ease
of navigation due to pivot browsing, there is a high probability
of making “serendipitous discoveries”, i. e., finding resources that
are relevant to the user’s needs although the user did not even
now these resources existed and should be searched for.

Desire Lines and Emergent Semantics: While some see a fundamental di-
chotomy between structured, top-down approaches to organiz-
ing contents as opposed to grass-roots efforts such as folksono-
mies (Shirky, 2005), other argue that folksonomies could be used
as a starting point for more structured taxonomies or ontologies
(Merholz, 2004; Mazzocchi, 2005).

Merholz compares folksonomies to the so-called desire lines in ar-
chitecture—paths that are paved onto the premises of, say, a col-
lege campus only after the users have trodden them onto the grass
wherever they thought it most useful. Another view on this phe-
nomenon is that of emergent semantics—folksonomies can be seen
as a negotiation process in which agents establish the semantics
of tags (Staab et al., 2002; Aurnhammer et al., 2006; Cattuto et al.,
2007b).

Unanticipated Uses—Mashups: Most folksonomy systems are designed
for easy connectivity; e. g., they offer the possibility to subscribe
to the posts of certain users or those with certain tags in the form
of RSS feeds, and many provide sophisticated programming inter-
faces.

Thus, they are open for combination with other tools in so-called
mashups, i. e., situational applications that combine information
from different sources (Jhingran, 2006). As an example, it would
be straightforward to use a folksonomy service to enhance a web
discussion forum with the ability to tag its entries, or to automati-
cally post each discussion item in the forum also to a folksonomy
service.
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Handling of Non-Textual Content: Whereas traditional means of organiz-
ing and searching information often rely on intrinsic features of the
pieces of information under consideration—e. g., textual content
represented as a bag-of-words model for retrieval—folksonomies
can attach user-supplied metadata in the form of tags to any kind
of content, including multimedia data such as images or audio
streams.

While considerable research has gone into extracting metadata for
multimedia content, such as genre classification for music data
(Scaringella et al., 2006) or content-based image retrieval (Liu et al.,
2007), obtaining metadata via user-supplied tags is implemented
easily and works the same across all kinds of content, so that no
sophisticated feature extraction has to be performed and different
kinds of content can be handled in the same application.

7.3.2. Problems

Unsurprisingly, the problems of folksonomy systems are mostly related
to the uncontrolled use of free-form tags by untrained users, resulting
in inaccuracies and ambiguities (Mathes, 2004; Hammond et al., 2005;
Tonkin and Guy, 2006):

Synonyms and Homonyms: As there is no linguistic processing of tags
such as word sense disambiguation, synonyms and homonyms
will not be resolved. A folksonomy system will not distinguish
between homonyms such as “jaguar” as a cat vs. “jaguar” as an
automobile.

The same holds for synonyms: one user may tag his favourite
movies with “movies”, another may use “cinema”, a third one
“film”. It has been claimed (Shirky, 2005), however, that one per-
son’s synonyms will make a large difference for the next person.13

Abstraction Level: When tagging a particular resource, the user has to de-
cide at which level of conceptual detail he or a potential consumer
of his annotation will expect to find this resource.

Whether an image of a pet cat, for example, should be tagged “an-
imal”, “cat”, “F. catus siamensis”, or “Fluffy” depends very much
on the intended audience of that annotation.

13See (Monaco, 2000) for a detailed discussion of the differences between “movies”,
“film”, and “cinema”.
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A potential remedy would be to use all of these tags at the same
time, increasing, on the other hand, the effort of tagging resources
consistently.

Inexactness and Variations of Notation: As the annotations in a folksonomy
are made by untrained users from different backgrounds with more
or less diligence, there are inevitably spelling mistakes, varying
use of language (e. g., American vs. British English), and other
inconsistencies such as whether the singular or plural forms of
words should be used.

While many folksonomy systems offer recommendations upon typ-
ing in tags that can mitigate these problems, it is not clear to what
extent the system should support the user in his choice of tags
(Tonkin and Guy, 2006).

Compound Words: One particular instance of the notational variations
mentioned above is the handling of compound words. Differ-
ent possible ways are used to tag something with, say, “operating
systems research”. Some users use separate tags, possibly water-
ing down the intended meaning, especially if the system does not
maintain the original tag ordering—“operating systems research”
may become “operating research systems”, which may evoke con-
siderably different associations compared to the originally used
compound. Others use underscores or similar symbols to con-
nect words (“operating systems”), or resort to so-called camel case
(“OperatingSystems”).

Ranking: As many of the advantages of social bookmarking tools rely
on a large-scale user base in order to achieve the statistical mass to
compensate for tagging idiosyncrasies, disagreements, and differ-
ent viewpoints among users, folksonomy tools need to provide a
means for presenting a large number of results to users. For exam-
ple, the del.icio.us dataset we obtained for July 2005 (see Section
9.1 for details) contained about 154,000 resources which are tagged
with “css” (presumably meaning cascading style sheets).

As of now, the results to user queries are commonly presented in
a time-ordered fashion, the latest one being presented first. Ob-
viously, this will not always be what the user is interested in, as
he will desire to obtain the “best” resources in some sense, not the
latest ones. As in information retrieval, some sort of ranking needs
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to be put into place in order to allow users to find highest-quality
resources first.

Structuring: One of the credos of the folksonomy community is that the
set of tags is flat, meaning that there is no hierarchy or structure
(e.g. hyper-/hyponyms) on the tags (Mathes, 2004).

On the other hand, it is not uncommon for users to have several
hundreds or even thousands of tags. For example, in our July 2005
dataset of del.icio.us, there are 70,581 users. Of these, 10,749 have
more than 100 tags, 786 have more than 500, and there are 163
users using more than 1,000 tags.

In order to maintain an overview of ones tags, there have to be
means of structuring the tag set. Solutions that have been pro-
posed include so-called bundles in del.icio.us, which basically serve
as baskets collecting tags for presentation, but fulfill no other func-
tion. Another possibility is to allow users to have a subsumption
hierarchy, e. g., to express that every resource tagged with python
should also be considered to be about programming, without forc-
ing them to use it. This is what we have implemented in our own
system BibSonomy.14

Personalization and Browsing Support: The window through which a user
can peruse the contents of a folksonomy based system—i. e., the
user interface visible at any time—is a rather small one. A user
will typically look at the page representing the contents for a par-
ticular user, a particular tag, or the combination of two or more
tags, showing at most about a dozen posts per screen.

In order to focus on contents which are relevant to a given user, it
is necessary to allow users to narrow down the amount of infor-
mation they are presented when browsing the folksonomy, such
that the cognitive load of recognizing relevant material decreases.

One very basic approach is offered by the possibility to subscribe to
particular pieces of content using RSS feeds. Using this technique
it is possible to have, for example, all posts by the user stumme
tagged with the tags university and kassel in ones feed reader or
mail program. More sophisticated approaches would make use
of user profiles or communities to tailor the amount of information
presented to a user to his or her needs.

14http://www.bibsonomy.org/
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Spam: At the time of this writing, there were 4,015 users in BibSonomy,
1,765 of which were (manually) classified as spammers. The ad-
vantages of posting spam—links to contents which support the
commercial interests of the poster, e. g., to merchandise which he
wants to sell—are two-fold. Firstly, the contents are possibly found
by users of the folksonomy itself. Secondly, as many folksonomy
sites have a high visibility in the indexes of search engines, inher-
iting a good ranking from the folksonomy site is an easy way to
promote the web page in search engines.15

As the numbers above show, fighting spam is a serious problem in
folksonomy-based sites, and in our experience with running Bib-
Sonomy, the number of spammers increases superlinearly with the
overall size of the user base.

7.3.3. Solutions Discussed in this Thesis

For some of the abovementioned issues, the following chapters will offer
possible solutions. In order to have a foundation for the remainder of
this part, we will define folksonomies formally in Chapter 8 and present
two large-scale data sets in Chapter 9.

Chapter 10 provides a global analysis of the structure of folksono-
mies using measures adapted from those in the social network analysis
and complex systems communities. The algorithms presented in Chap-
ter 11 provide methods for structuring the folksonomy regarding user
preferences. Topical clusters can be found using association rule mining
(Sec. 11.3) and extended to fuzzy clusters using FolkRank (Sec. 11.2),
which can be used to guide the user in exploring the folksonomy. Folk-
Rank can also be used as-is to compute user-specific rankings for users,
tags, and resources the respective user is browsing. The rule mining
techniques can furthermore be used to extract relationships between
tags, thus providing recommendations for structuring a user’s tag set.

15Many blogs and discussion forums use the “Nofollow” convention (http://en.wikipedia.
org/wiki/Nofollow) or the robot exclusion protocol (http://www.robotstxt.org) to render this
approach useless, but spammers flood these sites nonetheless.
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8. A Formal Model, Data Structures,
and Algorithms for Folksonomies

In order to formalize our notion of folksonomies for the next chap-
ters, we will define a mathematical model for folksonomies. Fur-
thermore, this chapter introduces efficient data structures which are
able to cope with large-scale datasets and enable efficient implemen-
tations for the most common operations needed on folksonomy data.
This formal model was first published in (Hotho et al., 2006a).

8.1. Formal Model

A folksonomy consists of users, resources, tags, and assignments of tags
to resources made by users. We present here a formal definition of folk-
sonomies, which is compatible with all folksonomy systems discussed
in this thesis.

Some of the folksonomy implementations we have discussed, how-
ever, will not make use of all the possibilities and degrees of freedom
we introduce here. For example, del.icio.us does not use the ≺ relation,
but rather so-called bundles. These bundles are collections of tags used
to structure a user’s tags, but they cannot be nested in a hierarchy like
the≺ relation defined below. As another example, narrow folksonomies
have a unique user owning each resource.

Definition 1 (Hotho et al. (2006a)). A folksonomy is a tuple F := (U, T, R,
Y, ≺) where

• U , T , and R are finite sets, whose elements are called users, tags and
resources, resp.,

• Y is a ternary relation between them, i. e., Y ⊆ U × T × R, called tag
assignments (TAS for short), and
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• ≺ is a user-specific subtag/supertag-relation, i. e.,≺⊆ U ×T ×T , called
subtag/supertag relation.

Figure 8.1.: Example Folksonomy with 2 Tags, 3 Resources, 3 Users, and
3 TAS, i. e., Hyperedges

The personomy Pu of a given user u ∈ U is the restriction of F to u, i. e.,
Pu := (Tu, Ru, Iu,≺u) with Iu := {(t, r) ∈ T × R | (u, t, r) ∈ Y }, Tu :=
π1(Iu), Ru := π2(Iu), where πi denotes the projection of an n-ary relation on
its ith dimension, and ≺u:= {(t1, t2) ∈ T × T | (u, t1, t2) ∈≺}.

A post consists of all tags assigned by a particular user to a resource. For-
mally, the set P of all posts is defined as P := {(u, S, r) | u ∈ U, r ∈ R, S =
Tu,r} where, for all u ∈ U and r ∈ R, Tu,r := {t ∈ T | (u, t, r) ∈ Y } is the set
of all tags user u has assigned to resource r. Thus, a post consists of a user, a
resource and all tags that this user has assigned to that resource.

Users are described by a user ID, and tags may be arbitrary strings.
What is considered as a resource depends on the type of system. For in-
stance, in del.icio.us, the resources are URLs, and in Flickr, the resources
are pictures. From an implementation point of view, resources are rep-
resented by some ID, typically an integer such as an MD5 hash of the
resource’s URL.

If the subtag/supertag relation does not need to be considered, i. e.,
≺= ∅, we will simply note a folksonomy as a quadruple F := (U, T, R,
Y ).1 An equivalent view on folksonomy data is that of a tripartite (undi-

1This structure is known in Formal Concept Analysis (Wille, 1982; Ganter and Wille,
1999) as a triadic context (Lehmann and Wille, 1995; Stumme, 2005).
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rected) hypergraph G = (V, E), where V = U∪̇T ∪̇R is the set of nodes,
and E = {{u, t, r} | (u, t, r) ∈ Y } is the set of hyperedges.

Figure 8.1 shows an example folksonomy F = (U, T, R, Y ) consisting
of three users U = {u1, u2, u3}, two tags T = {t1, t2}, three resources
R = {r1, r2, r3}, and three TAS Y = {(u1, t1, r3), (u2, t1, r1), (u3, t2, r2)}
visualized as a hypergraph. Note that each of the three hyperedges has
exactly one endpoint in the three sets U , T , R.

8.2. Data Structures for Efficient Folksonomy

Algorithms

In order to work on large-scale folksonomy datasets and develop high-
performance algorithms, an efficient data structure for storing and pro-
viding access to folksonomies is necessary.

To meet the needs of the folksonomy algorithms of the following chap-
ters, we devised a data structure based on the ideas of Näher and Zlo-
towski (2002) for static graphs. Those techniques were generalized to be
applicable for the triadic folksonomy graphs as presented in Section 8.1.

8.2.1. Requirements

In the following, we will specify some of the operations that are neces-
sary for our algorithms. We will use the tag set T to discuss the opera-
tions; the respective operations for U and R work symmetrically.

TAS for Tag t: Enumerate the set Yt of tag assignments associated with
the given tag t: Yt := {(u, r, t) ∈ Y | u ∈ U, r ∈ R}

TAS for Pair (t, u): Enumerate the set Yt,u of tag assignments for a given
tag t and a given user u: Yt,u := {(u, r, t) ∈ Y | r ∈ R}

Count TAS for Tag t: Determine the number |Yt| of TAS for tag t.

Count TAS for Pair (t, u): Determine the number |Yt,u| of TAS for tag t
and user u.

8.2.2. Data Structures and Operations

There are a variety of data structures for graph data types in use today,
providing the foundations for different algorithms and accommodating
various kinds of real world data.
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The folksonomy graphs considered in this part of the thesis are 3-
uniform, tripartite hypergraphs (Berge, 1989), i. e., each hyperedge has
exactly three endpoints, one in each set U , T , R of nodes. They are
large—the largest one we consider has about 3.8 million nodes and 17.4
million hyperedges—and sparse, i. e., the number of hyperedges is much
smaller than the maximum number possible: |Y |≪ |U | · |T | · |R|. For ex-
ample, in our del.icio.us dataset (see Section 9.1), we have |Y | ≈ 1.7 ·107,
while |U | · |T | · |R| ≈ 1.27 ·1017, so the density of the folksonomy graph is
only about 1.4 · 10−10. Furthermore, the folksonomies are static as far as
our algorithms are concerned.2 Thus, we are aiming at a representation
similar to adjacency lists which is optimised for its memory footprint
and adjacency enumeration, at the expense of dynamicity.

Näher and Zlotowski (2002) present an efficient data structure for
static graphs, which is used in the LEDA3 library for efficient data struc-
tures and algorithms. It consists of an enumeration of edge endpoints in
the adjacency list of each node, in which nodes are listed in ascending
order, and an index structure to denote the boundaries of each node’s
adjacency list in that enumeration. We devised a similar data structure
for folksonomies. Other than the LEDA solution from (Näher and Zlo-
towski, 2002), for folksonomy graphs we need to maintain several per-
mutations of the TAS list Y at the same time, without wasting main
memory.

For all computations, the elements of U , T , and R are represented
by integers from {1 . . . |U |}, {1 . . . |T |}, and {1 . . . |R|}, respectively. This
is achieved by mapping the textual representation of users, tags, and
resources, such as depicted in Table 8.1, to a list of TAS in integer form
(sometimes called the fact table, using OLAP terminology) as in Table 8.2
and dimension tables containing the actual tags, users, and resources.
All algorithms presented here and in the following chapters work on the
fact table only to save main memory. If, for the presentation of results, a
backward mapping of integers to the textual representation is required,
it is computed trivially from the dimension tables.

Figure 8.2 gives an example of the data structures that are used to pro-
vide efficient implementations of the abovementioned operations. At
the core, the elements of Y are represented in an arbitrary order in a
|Y | × 3 integer array TAS. The arrays permσ, where σ is a permutation
of the dimension names (U, T, R) (in the following identified with the

2We are indeed interested in the behavior of folksonomies over time, but for those
considerations snapshots at certain intervals are used, each of which is static.

3http://www.algorithmic-solutions.com/enleda.htm
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Table 8.1.: TAS list in textual form
User Tag Resource
schmitz search http://www.google.com/

schmitz university http://www.uni-kassel.de/

stumme search http://search.msn.com/

Table 8.2.: TAS list decomposed into integer TAS list (fact table) and
dimension tables

User Tag Resource
1 1 1
1 2 2
2 1 3

User
1 schmitz
2 stumme

Tag
1 search
2 university

Resource
1 http://www.google.com/

2 http://www.uni-kassel.de/

3 http://search.msn.com/

Figure 8.2.: Data Structure for Efficient Folksonomy Operations
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integers (1, 2, 3)), contain a permutation of the integers 1, . . . , |Y |, such
that TAS[permσ[i]] is the i-th TAS in lexicographic ordering with respect
to the permutation σ of dimensions. Furthermore, the array firstx con-
tains in its j-th position the first index i such that TAS[permσ[i]][σ(1)] is
j, i. e., the position of the first TAS starting with j in the permutation σ
of dimensions.

The following time and space costs occur when creating these data
structures:

TAS: 3 · |Y | integers in main memory, O(|Y |) time for reading from sec-
ondary storage.

permσ: O(|Y | · log |Y |) time for reading and sorting, |Y | integers in main
memory. If sorted TAS lists are kept on secondary storage, the time
costs are reduced to O(|Y |) for reading.

firstX : O(|Y |) time for collecting the respective first positions, |X| inte-
gers of main memory, where X is the respective dimension T , U ,
or R.

Each additional permutation needs another pair of permσ and firstX
arrays, at the respective costs. With those data structures in place, the
abovementioned operations can be performed efficiently:

TAS for Tag t: Using the firstT array of a TRU or TUR ordering, find the
first and last positions of TAS for a tag t and iterate over permTUR

accordingly. The cost is O(1) for finding the range and O(|Yt|) for
iterating.

TAS for Pair (t, u): Using the firstT array of a TUR ordering, find the
range where the TAS for tag t are stored. Using binary search, find
the first occurrence of user u in that range. Iterate until a TAS with
a user other than u occurs. The cost is O(1) for finding the TAS
range, O(log |Yt|) for finding the first occurrence of u, plus O(|Yt,u|)
for enumerating.

Count TAS for Tag t: This operation works the same as TAS for Tag, ex-
cept that the iteration is not needed, lowering the cost to O(1)

Count TAS for Pair (t, u): This operation works the same as TAS for Pair,
at the same cost.
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Other operations such as TAS for user u or Count TAS for Pair (t, r) etc.
work symmetrically.

If many computations on the same dataset are to be performed, these
data structures could be computed once and stored on secondary stor-
age, although in practice the costs for computing one ordering were rea-
sonably small (about 85 seconds for the largest del.icio.us dataset with
|Y | ≈ 17 · 106 on an Athlon 64 machine with 4 GB of main memory, in
a straightforward Java 1.5 implementation), so that pre-computing was
not deemed necessary.

8.3. Computing Cooccurrence Networks

In Chapter 10, we examine networks of cooccurrence. Tags t1, t2 ∈ T are
said to cooccur iff there are a resource r and a user u such that (u, r, t1) ∈
Y ∧ (u, r, t2) ∈ Y . Cooccurence in the other dimensions R and U is
defined symmetrically.

In order to compute the cooccurrence networks, we make use of data
structures similar to those in Section 8.2. As an example, we consider tag
cooccurrence again. In order to compute the (weighted) adjacency list of
the tag-tag graph defined by cooccurrence, we first generate a permuta-
tion of Y , ordered by URT or RUT , on secondary storage. To compute
this permutation, the GNU sort utility is used. For very large graphs,
we have also used a combination of sorting as large a part of Y as possi-
ble in main memory, using a C implementation relying on the standard
qsort function from the GNU C library, and using GNU sort for merging
the parts on secondary storage. In that URT or RUT ordering, the tags
t1, . . . , tk belonging to a post with k tags can be collected from consecu-
tive tuples in Y . Then, all

(
k
2

)
pairs of tags for that post are enumerated

and counted in main memory.
As the size of that enumeration grows as O(k2), posts with abnormally

large k, meaning k ≥ 50 unless noted otherwise, are discarded. Manual
inspection of the folksonomy data shows that posts of that size can be
invariably related to spamming activity. Finally, all pairs from the count
table which have counts above a user-specified threshold are output to
secondary storage, yielding the desired cooccurrence graph.

113



8. A Formal Model, Data Structures, and Algorithms for Folksonomies

114



9. Folksonomy Data Sets

For our experiments, we have used two folksonomy datasets. One
has been obtained from the web from the del.icio.us system, while
the other one has been taken directly from the database of the Bib-
Sonomy system the author is involved in.

In the following chapters, we will make use of two large-scale folkso-
nomy datasets. The first one was obtained from a popular folksonomy
site that has been started around 2003 and thus has already acquired a
large user base. The second one is from a relatively young system, the
development of which the author is involved in. Thus, from that sys-
tem, a complete dataset could be obtained, whereas the former one is
inevitably incomplete to a certain extent, as it is based on screen scrap-
ing.

9.1. del.icio.us Dataset

For our experiments, we collected data from the del.ico.us system in
the following way. Initially we used wget starting from the start page
of del.ico.us to obtain nearly 6,900 users and 700 tags as a starting set.
Out of this dataset we extracted all users and resources (i. e., del.icio.us’
MD5-hashed URLs). From July 27 to 30, 2005, we recursively down-
loaded user pages to get new resources, and resource pages to get new
users. Furthermore we monitored the del.icio.us start page to gather
additional users and resources. This way we collected a list of several
thousand usernames which we used for accessing the first 10,000 re-
sources each user had tagged. From the collected data we finally took
the user files to extract resources, tags, dates, descriptions, extended de-
scriptions, and the corresponding username.

We obtained a folksonomy with |U | = 75, 242 users, |T | = 533, 191 tags
and |R| = 3, 158, 297 resources, related by in total |Y | = 17, 362, 212 tag
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assignments. In addition, we generated monthly dumps from the times-
tamps associated with posts, so that 14 snapshots in monthly intervals
from June 15th, 2004 through July 15th, 2005 are available. To reflect the
state of the folksonomy at the given times, the monthly dumps contain
all data with timestamps smaller than the respective deadline. Thus,
the dump of February 2005 contains the same data as the January 2005
dump, plus the posts of January 16th through February 15th.

9.2. BibSonomy Dataset

As the author is involved in the folksonomy site BibSonomy1, a sec-
ond dataset from that system could be obtained directly from a database
dump.

As with the del.icio.us dataset, we created monthly dumps from the
timestamps, resulting in 20 datasets. The most recent one used in our
experiments, from July 31st, 2006, contains data from |U | = 428 users,
|T | = 13, 108 tags, |R| = 47, 538 resources, connected by |Y | = 161, 438
tag assignments.

1http://www.bibsonomy.org
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10. Small World Structure in
Folksonomies

Social resource sharing systems have acquired a large number of
users within the last few years. As a first step to understanding the
global structure of these systems from a network analysis point of
view, we will analyse the main network characteristics of the two
datasets presented in Chapter 9.
We consider folksonomies as tri-partite hypergraphs, and adapt
classical network measures to them, namely, the characteristic path
length and the clustering coefficient; we then demonstrate that the
folksonomies exhibit a small world structure.
The work in this chapter has been published in (Schmitz et al.,
2007).

10.1. Introduction

As we have seen in the formal definition of folksonomies in Chapter 8.1,
a folksonomy can be viewed as a graph, more specifically: as a tri-partite
hypergraph. In this chapter, we will analyze the global structure of folk-
sonomies from a graph-theoretic point of view.

The structure and growth of networks has been a popular research
topic recently. With the availability of datasets from massive man-made
as well as freely evolving networks, most prominently the World Wide
Web, but also collaboration networks, networks of nervous systems, of
telephone and power lines, new measures and algorithms for comput-
ing these have been developed (Newman et al., 2006). Along the same
lines, we will investigate the growing network structure of large-scale
folksonomies over time from different viewpoints and with measures
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adapted to their hypergraph structure, using two datasets from running
systems as examples.

10.2. Small Worlds in Three-Mode-Networks

In Chapter 5, we used the notion of small worlds to structure the P2P net-
work; in the following, we will formalize a similar idea on folksonomies.
The term small world has been coined by Milgram (1967) in the context
of social networks, describing the fact that chains of mutual acquain-
tances between arbitrary persons are often surprisingly short; Milgram,
though, does not provide a formal definition for checking whether a
network is to be considered a small world. The most common formal-
ization definition of the term is the one by Watts and Strogatz (1998);
see also the more comprehensive (Watts, 1999), which we will refer to in
the following. They define a clustering coefficient and a characteristic path
length, which describe A small world network is then defined as one that
has a characteristic the local density of networks around nodes and the
typical distance between nodes, respectively. path length comparable to
that of a random graph with the same number of nodes and edges, but
with a much larger clustering coefficient than such a graph. As the view
of folksonomies as graphs is that of tripartite hypergraphs, the com-
mon definitions of characteristic path length, clustering coefficient, and
random graph do not readily apply; one way to analyze folksonomies
is thus to consider projections into ordinary graphs (cf. (Cattuto et al.,
2007a) for an example). In the following, we will present correspond-
ing definitions of these concepts on tripartite folksonomy graphs that
capture the original intention. We will then check whether the folkso-
nomy graphs from our two datasets exhibit small world behavior and
interpret the results in more detail.

10.2.1. Characteristic Path Length

The characteristic path length of a graph (Watts, 1999) describes the aver-
age length of a shortest path between two random nodes in the graph.
If the characteristic path length is small, few hops will be necessary, on
average, to get from a particular node in the graph to any other node.

As folksonomies are triadic structures of (tag, user, resource) assign-
ments, the user interface of such a folksonomy system will typically al-
low the user to jump from a given tag to (a) any resource associated
with that tag, or to (b) any user who uses that tag, and vice versa for
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users and resources. Thus, the effort of getting from one node in the
folksonomy to another can be measured by counting the hyperedges in
shortest paths between the two. Here a path is defined as a sequence
of hyperedges such that each hyperedge shares at least the user or the
resource or the tag with the following hyperedge.1

More precisely, let v1, v2 ∈ T ∪U ∪R be two nodes in the folksonomy,
and (t0, u0, r0), . . . , (tn, un, rn) a minimal sequence of TAS such that, for
all k with 0 ≤ k < n, (tk = tk+1) ∨ (uk = uk+1) ∨ (rk = rk+1), and
v1 ∈ {t0, u0, r0}, v2 ∈ {tn, un, rn}. Then we call d(v1, v2) := n the distance
of v1 and v2. We compute path lengths within connected components
only. Following Watts (1999), we define d̄v as the mean of d(v, u) over all
u ∈ (T ∪U ∪R)−{v}, and call the median of the d̄v over all v ∈ T ∪U ∪R
the characteristic path length L of the folksonomy.

In Section 10.2.3, we will analyse the characteristic path length on our
datasets. As computing the characteristic path length is prohibitively
expensive for graphs of the size encountered here, we followed the sug-
gestion of Watts (1999; p. 29) and sampled 200 nodes randomly from
each graph and computed the path lengths from each of those nodes to
all others in the folksonomy using breadth-first search.

10.2.2. Clustering Coefficients

A large amount of clustering or transitivity in a network means that two
neighbors of a given node are likely to be directly connected as well,
thus indicating that the network is locally dense around each node. To
measure the amount of clustering around a given node v, Watts (1999;
p. 33) has defined a clustering coefficient γv (for normal, non-hyper-
graphs). The clustering coefficient of a graph is γv averaged over all
nodes v. He defines the clustering coefficient γv as follows (Γv = Γ(v)
denotes the neighborhood of v):

Hence γv is simply the net fraction of those possible edges
that actually occur in the real Γv. In terms of a social-network
analogy, γv is the degree to which a person’s acquaintances
are acquainted with each other and so measures the cliquish-
ness of v’s friendship network. Equivalently, γv is the proba-
bility that two vertices in Γ(v) will be connected.

1Paths in hypergraphs are sometimes called chains (Berge, 1985), but for symmetry
reasons we will use the same terminology as for non-hypergraphs here.
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Note that Watts combines two aspects which are not equivalent in the
case of three-mode folksonomy data. The first one is: how many of the
possible edges around a node do actually occur, i. e., does the neighbor-
hood of the given vertex approach a maximally connected graph, i. e., a
clique? The second aspect is that of transitivity, i. e., how many pairs of
neighbors of a given node are connected by an edge themselves.

Following the two motivations of Watts, we thus define two different
clustering coefficients for three-mode data:

Cliquishness: From this point of view, the clustering coefficient of a node
is high iff many of the possible edges in its neighborhood are pre-
sent. More formally: Consider a resource r. Then the following
tags Tr and users Ur are connected to r: Tr = {t ∈ T | ∃u : (u, r, t) ∈
Y }, Ur = {u ∈ U | ∃t : (u, r, t) ∈ Y }. Furthermore, let tur :=
{(t, u) ∈ T × U | (u, r, t) ∈ Y }, i. e., the (tag, user) pairs occurring
with r. If the neighborhood of r was maximally cliquish, all of the
pairs from Tr × Ur would occur in tur. So we define the clustering
coefficient γcl(r) as:

γcl(r) =
|tur|
|Tr × Ur| =

|tur|
|Tr| · |Ur| ∈ [0, 1] (10.1)

i. e., the fraction of possible pairs present in the neighborhood. A
high γcl(r) would indicate, for example, that many of the users
related to a resource r assign overlapping sets of tags to it.

The same definition of γcl stated here for resources can be made
symmetrically for tags and users. For the whole folksonomy, γcl(F)
is defined as the arithmetic mean over all elements of U ∪ T ∪ R.

Connectedness (Transitivity): The other point of view follows the notion
that the clustering around a node is high iff many nodes in the
neighborhood of the node were connected even if that node was
not present.

In the case of folksonomies: consider a resource r. Let t̃ur :=
{(t, u) ∈ tur | ∃r̃ �= r : (u, r̃, t) ∈ Y }, i. e., the (tag, user) pairs
from tur that also occur with some other resource than r. Then we
define:

γco(r) :=
|t̃ur|
|tur| ∈ [0, 1] (10.2)
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i. e., the fraction of r’s neighbor pairs that would remain connected
if r were deleted. γco indicates to what extent the surroundings
of the resource r contain “singleton” combinations (tag, user) that
only occur once. Again, the definition works the same for tags and
users, and the clustering coefficient for the whole folksonomy is
defined as the arithmetic mean over the nodes.

The following example demonstrates that the clustering coefficients
γcl and γco do indeed capture different characteristics of the graph and
are not intrinsically related. One might suspect that there is a systematic
connection between the two, such as γcl(r) < γcl(s)⇒ γco(r) < γco(s) for
nodes r, s ∈ T ∪U∪R, or similarly, on the level of the whole folksonomy,
γco(F) < γco(G)⇒ γcl(F) < γcl(G).

However, this is not the case: consider a folksonomy F with tag as-
signments Y1 = {(u1, t1, r1), (u1, t1, r2), (u2, t1, r1), (u2, t1, r2), (u3, t1, r3),
(u3, t2, r3), (u4, t2, r4)}. Here we have γcl(t1) ≈ 0.556 > γcl(t2) = 0.5,
but γco(t1) = 0.2 < γco(t2) = 0.5. Also, there is no monotonic con-
nection when considering the folksonomy as a whole. For the whole
folksonomy F, we have γcl(F) ≈ 0.906, γco(F) ≈ 0.470. Considering a
second folksonomy G with tag assignments Y2 = {(u1, t1, r1), (u1, t1, r3),
(u1, t2, r2), (u1, t3, r2), (u2, t1, r2), (u2, t2, r1), (u2, t2, r2), (u2, t2, r3), (u2, t3,
r2), (u3, t1, r2)}, we see that γcl(G) = 0.642, γco(G) = 0.669, thus γcl(F) >
γcl(G) while γco(F) < γco(G).

10.2.3. Experiments

Setup

In order to check whether our observed folksonomy graphs exhibit small
world characteristics, we compared the characteristic path lengths and
clustering coefficients to those of random graphs of a size equal in all
dimensions U , T , R as well as Y to the respective folksonomy under
consideration.

Two kinds of random graphs are used for comparison:

Binomial: These graphs are generated in a fashion similar to an Erdős
random graph G(n, M) (Bollobas, 2001). U , T , R are taken from
the observed folksonomies. |Y |many hyperedges are then created
by picking the three endpoints of each edge from uniform distri-
butions over U , T , and R, resp. This yields a hypergraph in which
node degrees are binomially distributed.

121



10. Small World Structure in Folksonomies

2
15

2
16

2
17

2
18

Number of tag assignments (following network growth)

2

2.2

2.4

2.6

2.8

3

3.2

3.4

3.6

3.8

4

L

bibsonomy
Permuted
Binomial

Figure 10.1.: Characteristic path length for the BibSonomy dataset

Permuted: These graphs are created by using U , T , R from the observed
folksonomy. The tagging relation Y is created by taking the TAS
from the original graph and permuting each dimension of Y in-
dependently (using a Knuth Shuffle (Knuth, 1981)), thus creating
a random graph with the same degree sequence as the observed
folksonomy.

As stated above, the computation of the characteristic path length is
prohibitively expensive for graphs of the size encountered here. As for
the original del.icio.us and BibSonomy datasets, we sampled 200 nodes
randomly from each graph and computed the path lengths from each of
those nodes to all other reachable nodes in the folksonomy.

For all experiments involving randomness (i. e., those on the random
graphs as well as the sampling for characteristic path lengths), 20 runs
were performed to ensure consistency. The presented values are the
arithmetic means over the runs; the deviations across the runs were neg-
ligible in all experiments.

First Observations

Figures 10.1–10.6 show the results for the clustering coefficients and the
characteristic path lengths for both datasets, plotted against the number
|Y | of tag assignments for the respective monthly snapshots.
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Figure 10.2.: Characteristic path length for the del.icio.us dataset
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Figure 10.3.: Cliquishness of the BibSonomy folksonomy
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Figure 10.4.: Cliquishness of the del.icio.us folksonomy
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Figure 10.5.: Connectedness of the BibSonomy folksonomy
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Figure 10.6.: Connectedness of the del.icio.us folksonomy

Both folksonomy datasets under consideration exhibit the small world
characteristics as defined at the beginning of this section. Their cluster-
ing coefficients are extremely high, while the characteristic path lengths
are comparable to (BibSonomy) or even considerably lower (del.icio.us)
than those of the binomial random graphs.

Del.icio.us. In the del.icio.us dataset (Figures 10.4 and 10.6), it can be
seen that both clustering coefficients are extremely high at about 0.86,
much higher than those for the permuted and binomial random graphs.
This could be an indication of coherence in the tagging behavior: if, for
example, a given set of tags is attached to a certain kind of resources,
users do so consistently.

On the other hand, the characteristic path lengths (Figure 10.2) are
considerably smaller than for the random binomial graphs, though not
as small as for the permuted setting. The comparison with the random
binomial graph shows the small world behavior of the human tagging
activity. Our interpretation of the comparison with the permuted set-
ting is that the latter maintains the structural features of the human tag-
ging behavior, while introducing additional links between personomies
of otherwise unrelated users; leading them thus out of their ‘caveman
world’ (Watts, 1999).
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10. Small World Structure in Folksonomies

Interestingly, the path length has remained almost constant at about
3.5 while the number of nodes has grown about twentyfold in the obser-
vation period. As explained in Section 10.2.1, in practice this means that
on average, every user, tag, or resource within del.ici.us can be reached
within 3.5 mouse clicks from any given del.icio.us page. This might help
to explain why the concept of serendipitous discovery (Mathes, 2004) of
contents plays such a large role in the folksonomy community—even if
the folksonomy grows to millions of nodes, everything in it is still reach-
able within few hyperedges, i. e., mouse clicks.

BibSonomy. As the BibSonomy system is rather young, it contains ap-
proximately two orders of magnitude fewer tags, users, resources, and
TAS than the del.icio.us dataset. On the other hand, the values show the
same tendencies as in the del.icio.us experiments. Figures 10.3 and 10.5
show that clustering is extremely high at γcl ≈ 0.96 and γco ≈ 0.93—
even more so than in the del.icio.us data. At the same time, Figure 10.1
shows that the characteristic path lengths are somewhat larger, but at
least comparable to those of the binomial graph. There is considerably
more fluctuation in the values measured for BibSonomy due to the fact
that the system started only briefly before our observation period. Thus,
in that smaller folksonomy, small changes, such as the appearance of a
new user with a somewhat different behavior, had more impact on the
values measured in our experiments. Furthermore, many BibSonomy
users are early adopters of the system, many of which know each other
personally, work in the same field of interest, and have previous expe-
rience with folksonomy systems. This might also account for the very
high amount of clustering.

10.2.4. Characteristic Path Length for Tags

Figures 10.1 and 10.2 demonstrated that the characteristic path lengths L
of the two folksonomies under consideration grows comparably to that
of the respective “binomial” random folksonomies. As the number of
resources |R| dominates the numbers of tags |T | and users |U | by almost
one and two orders of magnitude, resp., L is heavily influenced by the
characteristic path length for resources.

In order to get an insight into the behavior of tags in that respect, we
computed the characteristic path length as described in 10.2.1, but this
time taking only the values d̄t for tags t ∈ T into account for L.

126



10.2. Small Worlds in Three-Mode-Networks

2
16

2
17

Number of Tag Assignments

2

2,5

3

3,5

4

L

BibSonomy
Binomial
Permuted

Figure 10.7.: Characteristic path length L considering only tags in Bib-
Sonomy
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10. Small World Structure in Folksonomies

Figures 10.7 and 10.8 show the growth of L for tags in the BibSonomy
and del.icio.us folksonomies. Interestingly, the average path length for
tags in the BibSonomy dataset is much larger than that for the random
folksonomies and rises to about 3.5 to 3.6 very early in the life of BibSon-
omy, but then remains almost constant. In the del.icio.us folksonomy,
which is considerably larger than the latter one, the characteristic path
length for tags still remains almost the same at about 3.7.

Our interpretation is that even a small number of early folksonomy
users introduces a considerable amount of idiosyncratic vocabulary, of
which large parts are rather distant from the rest of the folksonomy. In-
terestingly, even in the larger del.icio.us folksonomy, the average tag is
still farther away from the rest of the folksonomy at L ≈ 3.7 as opposed
to the L ≈ 3.5 from Figure 10.2 which is largely dominated by resources.
This is surprising, as the average tag occurs in about 9 times as many
tag assignments as the average resource and would thus be assumed to
be better connected to the rest of the network than the average resource.

10.2.5. A Closer Look on del.icio.us

We will conclude this section by a closer look on how the characteris-
tic path length, the cliquishness, and the connectedness are distributed
over the users, tags, and resources in del.icio.us. To this end, we have
computed the cooccurence graphs for the three dimensions users, tags,
and resources as described in Section 8.3. The characteristic path length
and clustering coefficients of the (non-hyper) cooccurrence graphs are
shown in Figures 10.9 and 10.11. The characteristic path length was ap-
proximated by taking a 200-node sample, and for the clustering coeffi-
cient the approximation of Schank and Wagner (2005) was used with a
precision of ε = 10−3 and a probability of 0.99.

Figure 10.9 shows the characteristic path lengths of the respective
cooccurence graphs for tags, users, and resources.2 The result is as ex-
pected: the set of resources is almost an order of magnitude larger than
the set of tags, which is about the same ratio larger than the set of users.
The larger graphs have higher characteristic path lengths.

Figure 10.10 shows the different contributions of the tags, users, and
resources to the del.icio.us curves of Figures 10.2 and 10.8. For com-
puting the values, the random nodes have been drawn only from the
respective dimensions. The low path length for the user nodes indicates
that personomies are a structural element in a folksonomy: Consider

2Note that the three values are measured in three different graphs.

128



10.2. Small Worlds in Three-Mode-Networks

2
19

2
20

2
21

2
22

2
23

2
24

Number of Tag Assignments

2

2,5

3

3,5

4

L

Resources
Tags
Users

Figure 10.9.: Characteristic path lengths in the three cooccurrence
graphs for del.icio.us

the extreme case that all personomies are completely disjoint. Then the
users are the central nodes in their connected component (which equals
their personomy), and have thus shorter characteristic path lengths in
average.

The characteristic path lengths of the tags and resources in the cooc-
currence graphs (Figure 10.9) diagram are reversed compared to the hy-
pergraph (Figure 10.10). This is likely to be due to the fact that users
tend to invent new, personal tags—which are further away from the
core of the folksonomy—whereas there is less divergence of the URLs
to be included in the system.

Figure 10.11 shows the clustering coefficient of del.icio.us for the three
cooccurrence graphs; Figure 10.12 depicts the connectedness of the hy-
pergraph by dimension. Both diagrams show that the neighborhoods
around tags and resources are denser than around users. This is likely
to stem from the fact that users usually have different interests. An in-
teresting observation is that the user curve decreases over time in the
former diagram, while it increases in the latter. Both effects result from
the increasing number of neighbors over time. The clustering coefficient
decreases because less and less neighbors are connected to each other
when the neighborhood increases. γco on the hand increases over time,
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Figure 10.10.: Characteristic path lengths for tags, users, resources in the
del.icio.us hypergraph

as it becomes — with increasing neighborhoods — more likely that, for
a given TAS, another user has assigned exactly the same tag to the same
resource. This indicates that vocabularies of different users converge,
resulting in emergent semantics.

Figure 10.13 shows that the cliquishness for tags and resources is high,
indicating that if, e.g., a resource is tagged with certain tags by certain
users, many of the possible combinations of those tags and users are
likely to occur, i.e., there is a natural set of tags which seem appropriate
for a given resource, and vice versa, for a given tag, the users using that
tag agree to a large extent on which resources should be tagged with it.
On the other hand, the cliquishness for users is considerably lower. This
demonstrates that, other than tags and resources, users typically have
several fields of interest and thus are connected to elements of the other
dimensions which will not necessarily occur in many of the possible
combinations.
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Figure 10.11.: Clustering coefficient of del.icio.us for the three cooccur-
rence graphs
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Figure 10.13.: Cliquishness of del.icio.us for the three dimensions in the
hypergraph.

10.3. Related Work

10.3.1. Folksonomy Mining

With the recent interest in folksonomies, there have been several contri-
butions that present mining and network analysis approaches on folkso-
nomies, though, to the best of the author’s knowledge, a generalization
of the small world structure to triadic hypergraphs as presented here
has not been done before.

Regarding the structural properties of folksonomies, often projections
or aggregations are considered, most often on the tag-tag cooccurrence
network (Shepard et al., 2006; Cattuto et al., 2007a; Schmitz, 2006; Cat-
tuto et al., 2007b).

Other mining tasks on folksonomies that have been examined include
the discovery of trends in the tagging behavior of users (Dubinko et al.,
2006; Hotho et al., 2006b), or learning taxonomic relations from tags (Mi-
ka, 2005; Heymann and Garcia-Molina, 2006; Jäschke et al., 2006).
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10.3.2. The New Science of Networks

The notions of small worlds, clustering coefficients, and characteristic
path lengths, are part of a framework for network analysis that has been
called “the new science of networks”. For a comprehensive overview of
the most relevant results in that area, refer to (Newman et al., 2006).

In this new line of research, not only the static structural properties
of complex networks, but more importantly the dynamic growth pro-
cesses of complex networks are examined. The results from this chapter
are combined with additional measures and observations from complex
networks research in (Schmitz et al., 2007).

Variations of the clustering and characteristic path length measures
used in this chapter have been presented for special kinds of networks
such as bipartite or weighted networks (Lind et al., 2005; Barrat et al.,
2004), though no versions applicable for tripartite hypergraphs have
been available to date.

10.4. Summary and Outlook

10.4.1. Conclusion

In this paper, we have analyzed the network structure of the folksono-
mies of two social resource sharing systems, del.icio.us and BibSonomy.
We observed that the tripartite hypergraphs of their folksonomies are
highly connected and that the characteristic path lengths are relatively
low, facilitating thus the “serendipitous discovery” of interesting con-
tents and users. We have further presented some peculiarities that can
be observed when drilling down into greater levels of detail, such as the
behavior of the measures for the different dimensions and on cooccur-
rence graphs.

10.4.2. Future Work

Analysis of Transaction Data: So far, this chapter has analyzed the struc-
ture of folksonomy graphs as static snapshots taken at certain points in
time. For the BibSonomy data, however, we have the full transaction
log available which documents each step of users when building up the
folksonomy. Thus, one can analyze in more detail how the structure of
the folksonomy graph develops; examples include effects of copying of
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10. Small World Structure in Folksonomies

posts, or of preferential attachment effects that result from more popular
resources being visible on more pages of the folksonomy system.

Identification of Communities: As the results from this chapter suggest
that the folksonomy consists of densely-connected communities, a sec-
ond line of research that we are currently pursuing and that will benefit
from the observations in this paper is the detection of communities. This
can be used, for example, to make those communities explicit which al-
ready exist intrinsically in a folksonomy, e. g. to provide user recommen-
dations and support new users in browsing and exploring the system.
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11. Information Retrieval and
Structure Mining in
Folksonomies

This chapter presents ways of exploiting the inherent structure of a
folksonomy in order to support the user of a folksonomy system in
querying and browsing. The ranking of query results according to
user preferences in a folksonomy system is discussed and our rank-
ing algorithm FolkRank is presented. Exploiting common regular-
ities in the folksonomy between certain items can be used to extract
knowledge about local structures, e. g., topical clusters of resources,
or subsumption relationships between tags. We make use of rule
mining algorithms on the folksonomy to extract such structures.
Both techniques can be combined to first extract clusters, which can
then be extended to other dimensions of the folksonomy or to more
elements of the same dimension by applying the FolkRank ranking
scheme.
The results in this chapter have been published as (Schmitz et al.,
2006b) and (Hotho et al., 2006a).

11.1. Introduction

While the structure and user interface of folksonomies are sufficiently
easy to use to attract large numbers of untrained users, there is still ev-
idence that the envisioned goals of folksonomies as social bookmarking
systems, namely, the formation of topical communities and the exploita-
tion of communal knowledge, will not necessarily occur automatically
and can benefit from support offered by the system:
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11. Information Retrieval, Mining, and Recommendations

These findings [. . . ] suggest that users require either longer
time scales or better system supports to arrive at a globally
coherent, navigable organization of resources by others.

(Paolillo and Penumarthy, 2007)

While the previous chapter was about the global structural proper-
ties of the folksonomy graph, in this chapter we will make use of data
mining and information retrieval techniques in order to support users
when using a folksonomy system. We will present methods for ranking
search results in Section 11.2 and for generating recommendations and
detecting topical clusters using rule mining in Section 11.3.

11.2. Ranking in Folksonomies: FolkRank

The presentation of search results in an order that prefers the results
most relevant to the querying user—the so-called ranking—is an integral
part of modern information retrieval systems:

This type of retrieval system [. . . ] produces a list of records
that “answer” the query, with the records ranked in order of
likely relevance. Ranking retrieval systems are particularly
appropriate for end-users.

(Frakes and Baeza-Yates, 1992; p. 363)

Current folksonomy tools such as del.icio.us, however, provide only
very limited searching support in addition to their browsing interface.
Searching can be performed over tags and resource descriptions, but no
ranking is done apart from ordering the hits in reverse chronological
order.

In this section, we propose a ranking algorithm for folksonomies cal-
led FolkRank. It is inspired by spectral ranking schemes such as Page-
Rank (Page et al., 1998) and HITS Kleinberg (1999) adapted to the par-
ticular structure of folksonomies.

11.2.1. Ranking in Folksonomies using Adapted PageRank

Folksonomy contents can be searched textually using traditional infor-
mation retrieval methods. However, as the documents consist of short
text snippets only (usually a description, such as the web page title, and
the tags themselves), ordinary ranking schemes such as TF/IDF are not
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feasible (see the discussion at the end of this section for an experiment
indicating that retrieval based on term frequency does not perform well
on our folksonomy datasets).

As shown in Chapter 8, a folksonomy induces a graph structure which
we will exploit for ranking in this section. Our FolkRank algorithm is
inspired by the seminal PageRank algorithm. The PageRank weight-
spreading approach cannot be applied directly on folksonomies because
of the different nature of folksonomies compared to the web graph (undi-
rected triadic hyperedges instead of directed binary edges). In the fol-
lowing we discuss how to overcome this problem.

Adaptation of PageRank

We implement the weight-spreading ranking scheme on folksonomies
in two steps. First, we transform the hypergraph between the sets of
users, tags, and resources into an undirected, weighted, tripartite graph.
On this graph, we apply a version of PageRank that takes into account
the edge weights.

Converting the Folksonomy into an Undirected Graph. First we convert the
folksonomy F = (U, T, R, Y ) into an undirected tripartite graph GF =
(V, E) as follows.

1. The set V of nodes of the graph consists of the disjoint union of
the sets of tags, users and resources: V = U∪̇T ∪̇R. (The tripartite
structure of the graph can be exploited later for an efficient storage
of the—sparse—adjacency matrix and the implementation of the
weight-spreading iteration in the FolkRank algorithm.)

2. All cooccurrences of tags and users, users and resources, tags and
resources become undirected, weighted edges between the respec-
tive nodes: E = {{u, t}, {t, r}, {u, r} | (u, t, r) ∈ Y }, with each
edge {u, t} being weighted with |{r ∈ R : (u, t, r) ∈ Y }|, each
edge {t, r} with |{u ∈ U : (u, t, r) ∈ Y }|, and each edge {u, r}with
|{t ∈ T : (u, t, r) ∈ Y }|.
This way, a connection between, say, a user and a tag becomes
more important the more resources occur with this (user, tag) pair.

Folksonomy-Adapted PageRank. The original formulation of PageRank
(Brin and Page, 1998) reflects the idea that a web page is important if
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there many pages linking to it, and if those pages are important them-
selves. The distribution of weights can thus be described as the fixed
point of a weight passing scheme on the web graph, or equivalently, as
the eigenvector of the largest eigenvalue 1 of a row-stochastic version of
the adjacency matrix of the web graph.

This idea was extended in a similar fashion to bipartite subgraphs of
the web in HITS (Kleinberg, 1999) and to n-ary directed graphs in (Xi
et al., 2004). We employ the same underlying principle for our ranking
scheme in folksonomies. The basic notion is that a resource which is
tagged with important tags by important users becomes important it-
self. The same holds, symmetrically, for tags and users. Thus we have a
graph of vertices which are mutually reinforcing each other by spread-
ing their weights.

Like PageRank, we employ the random surfer model, a notion of
importance for web pages that is based on the idea that an idealized
random web surfer normally follows hyperlinks, but from time to time
randomly jumps to a new web page without following a link. This re-
sults in the following definition of the rank of the vertices of the graph
the entries in the fixed point �w of the weight spreading computation
�w ← dA�w + (1 − d)�p, where �w is a weight vector with one entry for
each web page, A is the row-stochastic1 version of the adjacency matrix
of the graph GF defined above, �p is the random surfer component, and
d ∈ [0, 1] is determining the influence of �p. In the original PageRank, �p
is used to outweigh the loss of weight on web pages without outgoing
links. Usually, one will choose �p = 1 := (1, . . . , 1)T . In order to compute
personalized PageRanks, however, �p can be used to express user prefer-
ences by giving a higher weight to the components which represent the
user’s preferred web pages.

Formally, we spread the weight as follows:

�w ← α�w + βA�w + γ�p (11.1)

where A is the row-stochastic version of the adjacency matrix of GF, �p
is a preference vector, α, β, γ ∈ [0, 1] are constants with α + β + γ = 1.
The constant α is intended to regulate the speed of convergence, while
the proportion between β and γ controls the influence of the preference
vector.

We call the iteration to convergence according to Equation 11.1 the
Adapted PageRank algorithm. Note that if ||�w||1 = ||�p||1 holds and there

1I. e., each row of the matrix is normalized to 1 in the 1-norm.
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are no rank sinks—the latter holds because the our graphs are undirect-
ed—the sum of the weights in the system will remain constant. The
influence of different settings of the parameters α, β, and γ is discussed
below.

Results for Adapted PageRank

We have evaluated the Adapted PageRank on the del.ico.us dataset de-
scribed in Section 9.1. As there exists no “gold standard ranking” on
these data, we evaluate our results empirically.

First, we studied the speed of convergence. We let �p := 1 (the vector
having 1 in all components), and varied the parameter settings. In all
settings, we discovered that α �= 0 slows down the convergence rate,
but yields—of course—identical results. For instance, for α = 0.35, β =
0.65, γ = 0, 411 iterations were needed, while α = 0, β = 1, γ = 0 re-
turned the same result in only 320 iterations. It turns out that using γ as
a damping factor by spreading equal weight to each node in each iter-
ation speeds up the convergence considerably by a factory of approxi-
mately 10 (e. g., 39 iterations for α = 0, β = 0.85, γ = 0.15).

Tables 11.1, 11.2, and 11.3 show the result of the adapted PageRank
algorithm for the 20 most important tags, users and resources, resp.,
computed with the parameters α = 0.35, β = 0.65, γ = 0 (which equals
the result for α = 0, β = 1, γ = 0). Tags get the highest ranks, followed
by the users, and the resources. Therefore, we present their rankings in
separate lists.

As we can see from the tag table, the most important tag is “sys-
tem:unfiled” which is used to indicate that a user did not assign any tag
to a resource. It is followed by “web”, “blog”, “design” etc. This corre-
sponds almost to the rank of the tags given by the overall tag count in
the dataset.

The reason is that the graph GF is undirected. We face thus the prob-
lem that, in the Adapted PageRank algorithm, weights that flow in one
direction of an edge will basically ‘swash back’ along the same edge in
the next iteration. Therefore the resulting is very similar (although not
equal) to a ranking based on counting edge degrees. In fact, the rank-
ing for an undirected graph without any damping factor, i. e., γ = 0,
is the same as the normalized degree sequence of the graph—it is easy
to prove that the normalized degree sequence is an eigenvector to the
eigenvalue 1 of the row-stochastic adjacency matrix of the graph.

The resource ranking shows that Web 2.0 web sites like Slashdot, Wiki-
pedia, Flickr, and a del.icio.us related blog appear in top positions. This
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Table 11.1.: Folksonomy Adapted PageRank applied without prefer-
ences (called baseline) on tags

Tag ad. PageRank
system:unfiled 0,0078404
web 0,0044031
blog 0,0042003
design 0,0041828
software 0,0038904
music 0,0037273
programming 0,0037100
css 0,0030766
reference 0,0026019
linux 0,0024779
tools 0,0024147
news 0,0023611
art 0,0023358
blogs 0,0021035
politics 0,0019371
java 0,0018757
javascript 0,0017610
mac 0,0017252
games 0,0015801
photography 0,0015469
fun 0,0015296

is not surprising, as early users of del.ico.us are likely to be interested in
Web 2.0 related sites. This ranking correlates also strongly with a rank-
ing based on degrees. The results for the top users are of more interest
as different kinds of users appear. All top users have more than 6000
bookmarks; “notmuch” has a large amount of tags, while the tag count
of “fritz” is considerably smaller.

To see how good the topic-specific ranking by Adapted PageRank
works, we combined it with term frequency, a standard information re-
trieval weighting scheme. To this end, we downloaded all 3 million web
pages referred to by a URL in our dataset. From these, we considered
all plain text and HTML web pages, which left 2.834.801 documents. We
converted all web pages into ASCII and computed an inverted index. To
search for a term as in a search engine, we retrieved all pages containing
the search term and ranked them by tf(t) · �w[v] where tf(t) is the term
frequency of search term t in page v, and �w[v] is the Adapted PageRank
weight of v.

Although this is a rather straightforward combination of two success-
ful retrieval techniques, our experiments with different topic-specific
queries indicate that this adaptation of PageRank does not work very
well. For instance, for the search term “football”, the del.icio.us home-
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Table 11.2.: Folksonomy Adapted PageRank applied without prefer-
ences (called baseline) on users

User ad. PageRank
shankar 0,0007389
notmuch 0,0007379
fritz 0,0006796
ubi.quito.us 0,0006171
weev 0,0005044
kof2002 0,0004885
ukquake 0,0004844
gearhead 0,0004820
angusf 0,0004797
johncollins 0,0004668
mshook 0,0004556
frizzlebiscuit 0,0004543
rafaspol 0,0004535
xiombarg 0,0004520
tidesonar02 0,0004355
cyrusnews 0,0003829
bldurling 0,0003727
onpause tv anytime 0,0003600
cataracte 0,0003462
triple entendre 0,0003419
kayodeok 0,0003407

page showed up as the first result. Indeed, most of the highly ranked
pages have nothing to do with football.

Other search terms provided similar results. Apparently, the over-
all structure of the—undirected—graph overrules the influence of the
preference vector. In the next section, we discuss how to overcome this
problem.

11.2.2. FolkRank—Topic-Specific Ranking in Folksonomies

In order to reasonably focus the ranking around the topics defined in
the preference vector, we have developed a differential approach, which
compares the resulting rankings with and without preference vector.
This resulted in our new FolkRank algorithm.

The FolkRank Algorithm

The FolkRank algorithm computes a topic-specific ranking in a folkso-
nomy as follows:

1. The preference vector �p is used to determine the topic. It may have
any distribution of weights, as long as ||�w||1 = ||�p||1 holds. Typi-
cally a single entry or a small set of entries is set to a high value,
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Table 11.3.: Folksonomy Adapted PageRank applied without prefer-
ences (called baseline) on resources

URL ad. PageRank
http://slashdot.org/ 0,0002613
http://pchere.blogspot.com/2005/02/absolutely-delicious-complete-tool.html 0,0002320
http://script.aculo.us/ 0,0001770
http://www.adaptivepath.com/publications/essays/archives/000385.php 0,0001654
http://johnvey.com/features/deliciousdirector/ 0,0001593
http://en.wikipedia.org/wiki/Main Page 0,0001407
http://www.flickr.com/ 0,0001376
http://www.goodfonts.org/ 0,0001349
http://www.43folders.com/ 0,0001160
http://www.csszengarden.com/ 0,0001149
http://wellstyled.com/tools/colorscheme2/index-en.html 0,0001108
http://pro.html.it/esempio/nifty/ 0,0001070
http://www.alistapart.com/ 0,0001059
http://postsecret.blogspot.com/ 0,0001058
http://www.beelerspace.com/index.php?p=890 0,0001035
http://www.techsupportalert.com/best 46 free utilities.htm 0,0001034
http://www.alvit.de/web-dev/ 0,0001020
http://www.technorati.com/ 0,0001015
http://www.lifehacker.com/ 0,0001009
http://www.lucazappa.com/brilliantMaker/buttonImage.php 0,0000992
http://www.engadget.com/ 0,0000984

and the remaining weight is equally distributed over the other en-
tries. Since the structure of folksonomies is symmetric, we can
define a topic by assigning a high value to either one or more tags
and/or one or more users and/or one or more resources.

2. Let �w0 be the fixed point from Equation (11.1) with γ = 0.

3. Let �w1 be the fixed point from Equation (11.1) with γ > 0.

4. �w := �w1 − �w0 is the final weight vector.

Thus, we compute the winners and losers of the mutual reinforcement
of resources when a user preference is given, compared to the baseline
without a preference vector. We call the resulting weight �w[x] of an ele-
ment x of the folksonomy the FolkRank of x.

Whereas the Adapted PageRank provides one global ranking, inde-
pendent of any preferences, FolkRank provides one topic-specific rank-
ing for each given preference vector. Note that a topic can be defined
in the preference vector not only by assigning higher weights to specific
tags, but also to specific resources and users. These three dimensions
can even be combined in a mixed vector. Similarly, the ranking is not
restricted to resources, it may as well be applied to tags and to users.
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We will show below that indeed the rankings on all three dimensions
provide interesting insights.

Comparing FolkRank with Adapted PageRank

To analyse the proposed FolkRank algorithm, we generated rankings
for several topics, and compared them with the ones obtained from
Adapted PageRank. We will here discuss two sets of search results, one
for the tag “boomerang”, and one for the URL http.//www.semanticweb.org.
Our other experiments all provided qualitatively similar results.

Table 11.4 contains the ranked list of tags according to their weights
from the Adapted PageRank by using the parameters α = 0.2, β =
0.5, γ = 0.3, and 5 as a weight for the tag “boomerang” in the preference
vector �p, while the other elements were given a weight of 0. As expected,
the tag “boomerang” holds the first position while tags like “shop” or
“wood” which are related are also under the top 20. The tags “software”,
“java”, “programming” or “web”, however, are on positions 4 to 7, but
have nothing to do with “boomerang”. The only reason for their show-
ing up is that they are frequently used in del.icio.us (cf. Table 11.1). Ta-
ble 11.5 contains the results of our FolkRank algorithm, again for the tag
“boomerang”. Intuitively, this ranking is better, as the globally frequent
words disappear and related words like “wood” and “construction” are
ranked higher.

A closer look reveals that this ranking still contains some unexpected
tags; “kassel” or “rdf” are for instance not obviously related to “boome-
rang”. An analysis of the user ranking (not displayed) explains this fact.
The top-ranked user is “schm4704” (which is the del.icio.us username
of the author), and he has indeed many bookmarks about boomerangs.
A FolkRank run with preference weight 5 for user “schm4704” shows
his different interests, see Table 11.7. His main interest apparently is in
boomerangs, but other topics show up as well. In particular, he has a
strong relationship to the tags “kassel” and “rdf”. When a community
in del.ico.us is small (such as the boomerang community), a single user
can thus provide a strong bridge to other communities, a phenomenon
that is also observed in small social communities.

A comparison of the FolkRank ranking for user “schm4704” (Table
11.7) with the Adapted PageRank result for that user confirms the ini-
tial finding from above, that the Adapted PageRank ranking (Table 11.6)
contains many globally frequent tags, while the FolkRank ranking pro-
vides more personal tags. While the differential nature of the Folk-
Rank algorithm usually pushes down the globally frequent tags such as
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Table 11.4.: Adapted Pagerank with preference on tag boomerang for tags

Tag ad. PRank
boomerang 0,4036883
shop 0,0069058
lang:de 0,0050943
software 0,0016797
java 0,0016389
programming 0,0016296
web 0,0016043
reference 0,0014713
system:unfiled 0,0014199
wood 0,0012378
kassel 0,0011969
linux 0,0011442
construction 0,0011023
plans 0,0010226
network 0,0009460
rdf 0,0008506
css 0,0008266
design 0,0008248
delicious 0,0008097
injuries 0,0008087
pitching 0,0007999

Table 11.5.: FolkRank with preference on tag boomerang for tags

Tag FolkRank
boomerang 0,4036867
shop 0,0066477
lang:de 0,0050860
wood 0,0012236
kassel 0,0011964
construction 0,0010828
plans 0,0010085
injuries 0,0008078
pitching 0,0007982
rdf 0,0006619
semantic 0,0006533
material 0,0006279
trifly 0,0005691
network 0,0005568
webring 0,0005552
sna 0,0005073
socialnetworkanalysis 0,0004822
cinema 0,0004726
erie 0,0004525
riparian 0,0004467
erosion 0,0004425
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Table 11.6.: Adapted Pagerank with preference on user schm4704 for tags

Tag ad. PRank
boomerang 0,0093549
lang:ade 0,0068111
shop 0,0052600
java 0,0052050
web 0,0049360
programming 0,0037894
software 0,0035000
network 0,0032882
kassel 0,0032228
reference 0,0030699
rdf 0,0030645
delicious 0,0030492
system:unfiled 0,0029393
linux 0,0029393
wood 0,0028589
database 0,0026931
semantic 0,0025460
css 0,0024577
social 0,0021969
webdesign 0,0020650
computing 0,0020143

Table 11.7.: FolkRank with preference on user schm4704 for tags

Tag FolkRank
boomerang 0,0093533
lang:de 0,0068028
shop 0,0050019
java 0,0033293
kassel 0,0032223
network 0,0028990
rdf 0,0028758
wood 0,0028447
delicious 0,0026345
semantic 0,0024736
database 0,0023571
guitar 0,0018619
computing 0,0018404
cinema 0,0017537
lessons 0,0017273
social 0,0016950
documentation 0,0016182
scientific 0,0014686
filesystem 0,0014212
userspace 0,0013490
library 0,0012398
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Table 11.8.: FolkRank with preference on tag boomerang for resources
Url FolkRank
http://www.flight-toys.com/boomerangs.htm 0,0047322
http://www.flight-toys.com/ 0,0047322
http://www.bumerangclub.de/ 0,0045785
http://www.bumerangfibel.de/ 0,0045781
http://www.kutek.net/trifly mods.php 0,0032643
http://www.rediboom.de/ 0,0032126
http://www.bws-buhmann.de/ 0,0032126
http://www.akspiele.de/ 0,0031813
http://www.medco-athletics.com/education/elbow shoulder injuries/ 0,0031606
http://www.sportsprolo.com/sports%20prolotherapy%20newsletter%20pitching%20injuries.htm 0,0031606
http://www.boomerangpassion.com/english.php 0,0031005
http://www.kuhara.de/bumerangschule/ 0,0030935
http://www.bumerangs.de/ 0,0030935
http://s.webring.com/hub?ring=boomerang 0,0030895
http://www.kutek.net/boomplans/plans.php 0,0030873
http://www.geocities.com/cmorris32839/jonas article/ 0,0030871
http://www.theboomerangman.com/ 0,0030868
http://www.boomerangs.com/index.html 0,0030867
http://www.lmifox.com/us/boom/index-uk.htm 0,0030867
http://www.sports-boomerangs.com/ 0,0030867
http://www.rangsboomerangs.com/ 0,0030867

Table 11.9.: Folkrank with preference on user schm4704 for resources
Url FolkRank
http://jena.sourceforge.net/ 0,0019369
http://www.openrdf.org/doc/users/ch06.html 0,0017312
http://dsd.lbl.gov/∼hoschek/colt/api/overview-summary.html 0,0016777
http://librdf.org/ 0,0014402
http://www.hpl.hp.com/semweb/jena2.htm 0,0014326
http://jakarta.apache.org/commons/collections/ 0,0014203
http://www.aktors.org/technologies/ontocopi/ 0,0012839
http://eventseer.idi.ntnu.no/ 0,0012734
http://tangra.si.umich.edu/∼radev/ 0,0012685
http://www.cs.umass.edu/∼mccallum/ 0,0012091
http://www.w3.org/TR/rdf-sparql-query/ 0,0011945
http://ourworld.compuserve.com/homepages/graeme birchall/HTM COOK.HTM 0,0011930
http://www.emory.edu/EDUCATION/mfp/Kuhn.html 0,0011880
http://www.hpl.hp.com/semweb/rdql.htm 0,0011860
http://jena.sourceforge.net/javadoc/index.html 0,0011860
http://www.geocities.com/mailsoftware42/db/ 0,0011838
http://www.quirksmode.org/ 0,0011327
http://www.kde.cs.uni-kassel.de/lehre/ss2005/googlespam 0,0011110
http://www.powerpage.org/cgi-bin/WebObjects/powerpage.woa/wa/story?newsID=14732 0,0010402
http://www.vaughns-1-pagers.com/internet/google-ranking-factors.htm 0,0010329
http://www.cl.cam.ac.uk/Research/SRG/netos/xen/ 0,0010326
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“web”, though, this happens in a differentiated manner: FolkRank will
keep them in the top positions, if they are indeed relevant to the user
under consideration. This can be seen for example for the tags “web”
and “java”. While the tag “web” appears in schm4704’s tag list—but not
very often, “java” is a very important tag for that user. This is reflected
in the FolkRank ranking: “java” remains in the top 5, while “web” is
pushed down in the ranking.

The ranking of the resources for the tag “boomerang” given in Table
11.8 also provides interesting insights. As shown in the table, many
boomerang related web pages show up. Comparing the top 20 web
pages of “boomerang” with the top 20 pages given by the “schm4704”
ranking, there is no “boomerang” web page in the latter. This can be
explained by analysing the tag distribution of this user. While “boo-
merang” is the most frequent tag for this user, in del.icio.us, “boomer-
ang” appears rather infrequently. The first boomerang web page in the
“schm4704” ranking is the 21st URL (i. e., just outside the listed top 20).
Thus, while the tag “boomerang” itself dominates the tags of this user,
in the whole, the semantic web related tags and resources prevail. This
demonstrates that while the user “schm4704” and the tag “boomerang”
are strongly correlated, we can still get an overview of the respective
related items which shows several topics of interest for the user.

Let us consider a second example. Tables 11.10 through 11.14 present
the results for preference on the web page http://www.semanticweb.org/. Ta-
bles 11.10 and 11.11 show the Adapted PageRank for tags and users,
resp., and Tables 11.12 and 11.13 show the FolkRank results.

Again, we see that the differential ranking of FolkRank makes the
right decisions: in the Adaptive PageRank, globally frequent tags such
as “web”, “css”, “xml”, “programming” get high ranks. Of these, only
two turn up to be of genuine interest to the members of the Seman-
tic Web community: “web” and “xml” remain at high positions, while
“css” and “programming” disappear altogether from the list of the 20
highest ranked tags. Also, several variations of tags which are used to
label Semantic Web related pages appear (or get ranked higher): “se-
mantic web” (two tags, space-separated), “semantic web”, “semweb”,
“sem-web”. These cooccurrences of similar tags could be exploited fur-
ther to consolidate the emergent semantics of a field of interest. While
the discovery in this case may also be done in a simple syntactic analy-
sis, the graph based approach allows also for detecting inter-community
and inter-language relations.

The user IDs can not be checked for topical relatedness immediately,
since they are not related to the users’ full names—although a former
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Table 11.10.: Adapted pagerank for tags with preference on resource
http://www.semanticweb.org/

Tag ad. PRank
semanticweb 0,0208605
web 0,0162033
semantic 0,0122028
system:unfiled 0,0088625
semantic web 0,0072150
rdf 0,0046348
semweb 0,0039897
resources 0,0037884
community 0,0037256
xml 0,0031494
research 0,0026720
programming 0,0025717
css 0,0025290
portal 0,0024118
.imported 0,0020495
imported-bo... 0,0019610
en 0,0018900
science 0,0018166
.idate2005-04-11 0,0017779
newfurl 0,0017578
internet 0,0016122

winner of the Semantic Web Challenge and the best paper award at a
Semantic Web Conference seems to be among them. The web pages that
appear in the top list, on the other hand, include many well-known re-
sources from the Semantic Web area. An interesting resource on the list
of top-rated resources, presented in Table 11.14, is PiggyBank, which has
been presented in November 2005 at the ISWC conference. Considering
that the dataset was crawled in July 2005, when PiggyBank was not that
well known, the prominent position of PiggyBank in del.icio.us at such
an early time is an interesting result. This indicates the sensibility of
social bookmarking systems for upcoming topics.

These two examples—as well as the other experiments we performed—
show that FolkRank provides good results when querying the folkso-
nomy for topically related elements. Overall, our experiments indicate
that topically related items can be retrieved with FolkRank for any given
set of highlighted tags, users and/or resources.

Our results also show that the current size of folksonomies is still
prone to being skewed by a relatively small number of perturbations –
a single user, at the moment, can influence the emergent understanding
of a certain topic in the case that a sufficient number of different points
of view for such a topic has not been collected yet. With the growth of
folksonomy-based data collections on the web, the influence of single
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Table 11.11.: Adapted pagerank for users with preference on resource
http://www.semanticweb.org/

User ad. PageRank
up4 0,0091995
awenger 0,0086261
j.deville 0,0074021
chaizzilla 0,0062570
elektron 0,0059457
captsolo 0,0055671
stevag 0,0049923
dissipative 0,0049647
krudd 0,0047574
williamteo 0,0037204
stevecassidy 0,0035887
pmika 0,0035359
millette 0,0033028
myren 0,0028117
morningboat 0,0025913
philip.fennell 0,0025338
mote 0,0025212
dnaboy76 0,0024813
webb. 0,0024709
nymetbarton 0,0023790
alphajuliet 0,0023781

users will fade in favor of a common understanding provided by huge
numbers of users.

As detailed above, our ranking is based on tags only, without regard-
ing any inherent features of the resources at hand. This allows to apply
FolkRank to search for pictures (e. g., in Flickr) and other multimedia
content, as well as for all other items that are difficult to search in a
content-based fashion. The same holds for intranet applications, where
in spite of centralized knowledge management efforts, documents often
remain unused because they are not hyperlinked and thus difficult to
find.

Generating Recommendations

The original PageRank paper (Brin and Page, 1998) already pointed out
the possibility of using the random surfer vector �p as a personalization
mechanism for PageRank computations. The results of Section 11.2.2
show that, given a user, one can find set of tags and resources of interest
to him. Likewise, FolkRank yields a set of related users and resources
for a given tag. Following these observations, FolkRank can be used to
generate recommendations within a folksonomy system. These recom-
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Table 11.12.: FolkRank for tags with preference on resource
http://www.semanticweb.org/

Tag FolkRank
semanticweb 0,0207820
semantic 0,0121305
web 0,0118002
semantic web 0,0071933
rdf 0,0044461
semweb 0,0039308
resources 0,0034209
community 0,0033208
portal 0,0022745
xml 0,0022074
research 0,0020378
imported-bo... 0,0018920
en 0,0018536
.idate2005-04-11 0,0017555
newfurl 0,0017153
tosort 0,0014486
cs 0,0014002
academe 0,0013822
rfid 0,0013456
sem-web 0,0013316
w3c 0,0012994

mendations can be presented to the user at different points in the usage
of a folksonomy system:

• Documents that are of potential interest to a user can be suggested
to him. This kind of recommendation pushes potentially useful
content to the user and increases the chance that a user finds useful
resources that he did not even know existed by “serendipitous”
browsing.

• When using a certain tag, other related tags can be suggested. This
can be used, for instance, to speed up the consolidation of differ-
ent terminologies and thus facilitate the emergence of a common
vocabulary.

• While folksonomy tools already use simple techniques for tag rec-
ommendations, FolkRank additionally considers the tagging be-
havior of other users.

• Other users that work on related topics can be made explicit, im-
proving thus the knowledge transfer within organizations and fos-
tering the formation of communities.
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Table 11.13.: FolkRank for users with preference on resource
http://www.semanticweb.org/

User FolkRank
up4 0,0091828
awenger 0,0084958
j.deville 0,0073525
chaizzilla 0,0062227
elektron 0,0059403
captsolo 0,0055369
dissipative 0,0049619
stevag 0,0049590
krudd 0,0047005
williamteo 0,0037181
stevecassidy 0,0035840
pmika 0,0035358
millette 0,0032103
myren 0,0027965
morningboat 0,0025875
philip.fennell 0,0025145
webb. 0,0024671
dnaboy76 0,0024659
mote 0,0024214
alphajuliet 0,0023668
nymetbarton 0,0023666

At the end of the following section, we will show how the FolkRank
ranking can be combined with other algorithms to find and extend top-
ical clusters in folksonomies.

11.3. Mining Association Rules in Folksonomies

The previous section has presented a method of ranking tags, users, and
resources in order to select the most relevant elements of a folksonomy
concerning given user preferences.

A related, though different problem we discussed in Section 7.3 is to
allow the user to recognize and make use of the structure inherent in
the folksonomy, and to add structure himself, e. g., by populating his ≺
relation.

A first step towards more structure within folksonomy systems is to
discover knowledge that is already implicitly present by the way dif-
ferent users assign tags to resources. This knowledge may be used for
recommending both a hierarchy on the already existing tags, and addi-
tional tags, ultimately leading towards emergent semantics (Steels, 1998;
Staab et al., 2002) by converging use of the same vocabulary. In this
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Table 11.14.: FolkRank for resources with preference on resource
http://www.semanticweb.org/

URL FolkRank
http://www.semanticweb.org/ 0,3761957
http://flink.semanticweb.org/ 0,0005566
http://simile.mit.edu/piggy-bank/ 0,0003828
http://www.w3.org/2001/sw/ 0,0003216
http://infomesh.net/2001/swintro/ 0,0002162
http://del.icio.us/register 0,0001745
http://mspace.ecs.soton.ac.uk/ 0,0001712
http://www.adaptivepath.com/publications/essays/archives/000385.php 0,0001637
http://www.ontoweb.org/ 0,0001617
http://www.aaai.org/AITopics/html/ontol.html 0,0001613
http://simile.mit.edu/ 0,0001395
http://itip.evcc.jp/itipwiki/ 0,0001256
http://www.google.be/ 0,0001224
http://www.letterjames.de/index.html 0,0001224
http://www.daml.org/ 0,0001216
http://shirky.com/writings/ontology overrated.html 0,0001195
http://jena.sourceforge.net/ 0,0001167
http://www.alistapart.com/ 0,0001102
http://www.federalconcierge.com/WritingBusinessCases.html 0,0001060
http://pchere.blogspot.com/2005/02/absolutely-delicious-complete-tool.html 0,0001059
http://www.shirky.com/writings/semantic\ syllogism.html 0,0001052

sense, knowledge discovery (KDD) techniques are a promising tool for
bottom-up building of conceptual structures.

In this section, we will focus on a particular KDD technique, namely
association rules. Since folksonomies provide a three-dimensional data-
set (users, tags, and resources) instead of a usual two-dimensional one
(items and transactions), we present first a systematic overview of pro-
jections of a folksonomy onto a two-dimensional structure. Then we
will show the results of mining rules from two selected projections on
the del.icio.us system.

11.3.1. Association Rule Mining

We assume here that the reader is familiar with the basics of association
rule mining introduced by Agrawal et al. (1993). As the work presented
in this section is on the conceptual rather than on the computational
level, we refrain in particular from describing the vast area of develop-
ing efficient algorithms. Many of the existing algorithms can be found at
the Frequent Itemset Mining Implementations Repository.2 Instead, we
just recall the definition of the association rule mining problem, which
was initially stated by Agrawal et al. (1993), in order to clarify the no-

2http://fimi.cs.helsinki.fi/
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tations used in the following. We will not follow the original terminol-
ogy of Agrawal et al., but rather use the vocabulary of Formal Concept
Analysis (FCA) (Wille, 1982),3 as it better fits with the formal folkso-
nomy model introduced in Chapter 8. The definition of the rule mining
problem in FCA terminology follows Stumme (2002a).

Definition 2. A formal context is a dataset K := (G, M, I) consisting of a
set G of objects, a set M of attributes, and a binary relation I ⊆ G ×M ,
where (g, m) ∈ I is read as “object g has attribute m”.

In the usual basket analysis scenario, M is the set of items sold by a
supermarket, G is the set of all transactions, and, for a given transaction
g ∈ G, the set gI := {m ∈M |(g, m) ∈ I} contains all items bought in that
transaction.

Definition 3 (Derivation Operator, Support). For a set A of attributes, we
define A′ := {g ∈ G | ∀m ∈ A : (g, m) ∈ I}. The support of A is calculated
by supp(A) := |A′|

|G| .

Definition 4 (Association Rule Mining Problem (Agrawal et al., 1993)).
Let K be a formal context, and minsupp, minconf ∈ [0, 1], called minimum
support and minimum confidence thresholds, resp. The association rule
mining problem consists now of determining all pairs A → B of subsets of
M whose support supp(A → B) := supp(A ∪ B) is above the threshold
minsupp, and whose confidence conf(A → B) := supp(A∪B)

supp(A)
is above the

threshold minconf.

As the rules A→ B and A→ B \A carry the same information, and in
particular have same support and same confidence, we will consider in
this section the additional constraint prevalent in the data mining com-
munity, that premise A and conclusion B are to be disjoint.4

When comparing Definition 1 on page 107 and Definition 2, we ob-
serve that association rules cannot be mined directly on folksonomies
due to their triadic nature. One either has to define some kind of triadic
association rules, or to transform the triadic folksonomy into a dyadic
formal context. In this section, we follow the latter approach.

3For a detailed discussion about the role of FCA for association rule mining see
(Stumme, 2002a).

4In contrast, in FCA, one often requires A to be a subset of B, as this fits better with
the notion of closed itemsets which arose of applying FCA to the association mining
problem (Pasquier et al., 1999; Zaki and Hsiao, 1999; Stumme, 1999).
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11.3.2. Projecting the Folksonomy onto two Dimensions

As discussed in the previous section, we have to reduce the three-di-
mensional folksonomy to a two-dimensional formal context before we
can apply any association rule mining technique. Several such pro-
jections have already been introduced by Lehmann and Wille (1995).
Stumme (2005) provides a more complete approach, which we will adapt
to the association rule mining scenario.

As we want to analyze all facets of the folksonomy, we want to al-
low to use any of the three sets U , T , and R as the set of objects —on
which the support is computed—at some point in time, depending on
the task on hand. Therefore, we will not fix the roles of the three sets
in advance. Instead, we consider a triadic context as a symmetric struc-
ture, where all three sets are of equal importance. For easier handling,
we will therefore denote the folksonomy F := (U, T, R, Y ) alternatively
by F := (X1, X2, X3, Y ) in the following.

We will define the set of objects—i. e., the set on which the support
will be counted—by a permutation on the set {1, 2, 3}, i. e., by an element
σ of the full symmetric group S3. The choice of a permutation indicates,
together with one of the aggregation modes ‘ G’, ‘ M’, ‘∃n’ with n ∈ N,
and ‘∀’, on which formal context K := (G, M, I) the association rules are
computed.

• Kσ, G

:= (Xσ(1) × Xσ(2), Xσ(3), I) with ((xσ(1), xσ(2)), xσ(3)) ∈ I if and
only if (x1, x2, x3) ∈ Y .

In this projection, pairs of elements become the objects of the con-
text, while single elements are the attributes. The examples at the
end of this section are of this type, e. g., considering (user, tag) pairs
as objects and resources as attributes.

• Kσ, M

:= (Xσ(1), Xσ(2) × Xσ(3), I) with (xσ(1), (xσ(2), xσ(3))) ∈ I if and
only if (x1, x2, x3) ∈ Y .

In this projection, single elements of the folksonomy are objects,
while pairs are attributes; e. g., one can compute association rules
on sets of (user, tag) attributes on resources as objects.

• K
σ,∃n := (Xσ(1), Xσ(2), I) with (xσ(1), xσ(2)) ∈ I if and only if there

exist n different xσ(3) ∈ Xσ(3) with (x1, x2, x3) ∈ Y .

This a plain projection of Y to two dimensions σ(1), σ(2) with the
restriction that only those pairs occur in Kσ,∃n for which there are
at least n preimages in Y . An example would be to build a context
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with resources as objects and tags as attributes, where only those
pairs are considered that are posted by at least n users.

• Kσ,∀ := (Xσ(1), Xσ(2), I) with (xσ(1), xσ(2)) ∈ I if and only if for all
xσ(3) ∈ Xσ(3) holds (x1, x2, x3) ∈ Y . The mode ‘∀’ is thus equivalent
to ‘∃n’ if |Xσ(3)| = n.

This mode is listed here for completeness, though in the case of
real-life folksonomies, it is unrealistic that this context will ever be
non-empty. It would be in the case of σ = (1, 2, 3), for example, iff
there was a tag that was applied by a user to all resources in R.

These projections are complemented by the following way to ‘cut slices’
out of the folksonomy. A slice is obtained by selecting one dimension
(out of user/tag/resource), and then fixing in this dimension one par-
ticular instance.

• For x := xσ(3) ∈ Xσ(3), Kσ,x := (Xσ(1), Xσ(2), I) with (xσ(1), xσ(2)) ∈ I
if and only if (x1, x2, x3) ∈ Y .

An example for this slicing operation would be the context K(1,2,3),r1

that contains the users as objects and the tags as attributes that oc-
cur in Y with a particular resource r1, thus allowing for a closer
examination of the tagging behavior on that resource. The same
definition can be extended to larger slices if we do not consider a
single x ∈ Xσ(3), but a set X ⊆ Xσ3 of elements of that dimension.
This would allow, for example, to examine the tagging behavior
on a group of resources.

In the next section, we will discuss for a selected subset of these pro-
jections the kind of rules one obtains from mining the formal context
that is resulting from the projection.

11.3.3. Mining Association Rules on the Projected Folksonomy

After having performed one of the projections described in the previous
section, one can now apply the standard association rule mining tech-
niques as described in Section 11.3.1. For clarity of presentation, we will
focus on a subset of projections.

In particular, we will address the two projections Kσi,

G

with σ1 := (1 �→
1, 2 �→ 3, 3 �→ 2) and σ2 := id. We obtain the two dyadic contexts K1 :=
(U ×R, T, I1) with I1 := {((u, r), t)|(u, t, r) ∈ Y } and K2 := (U × T, R, I2)
with I2 := {((u, t), r)|(u, t, r) ∈ Y }.
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Figure 11.1.: All rules A → B with |A| = |B| = 1 of K1 with .05 %
support, 50 % confidence

For computing the associations, we have used the implementation de-
scribed in (Borgelt, 2004)5.

Example: Association Rules between Tags

An association rule A → B in K1 is read as: users assigning the tags
from a set A of tags to some resources often also assign the tags from B
to these. This type of rules may be used in a recommender system. If a
user assigns all tags from A then the system suggests that he might also
want to add those from B.

Figure 11.1 shows all rules with one element in the premise and one
element in the conclusion that we derived from K1 with a minimum
support of 0.05 % and a minimum confidence of 50 %. In the diagram
one can see that our interpretation of rules in K1 holds for these exam-
ples: users tagging some web page with debian are likely to tag it with
linux also, and pages about bands are probably also concerned with mu-
sic. These results can be used in a recommender system, aiding the user
in choosing the tags which are most helpful in retrieving the resource
later.

Another view on these rules is to see them as subsumption relations,
so that the rule mining can be used to learn a taxonomic structure. If
many resources tagged with xslt are also tagged with xml, this indicates,
for example, that xml can be considered a supertopic of xslt if one wants
to automatically populate the ≺ relation. Figure 11.1 also shows two
pairs of tags which occur together very frequently without any distinct
direction in the rule: open source occurs as a phrase most of the time,
while the other pair consists of two tags (ukquake and ukq:irc), which we
assume are added automatically to any resource that is mentioned in a
particular chat channel.

5http://fuzzy.cs.uni-magdeburg.de/∼borgelt/apriori.html
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Example: Association Rules between Resources

The second example are association rules A → B in K2 which are read
as: users labeling the resources in the set A of resources with some tags
often also assign these tags to the resources in B. In essence both re-
sources have to have something in common. Figure 11.2 shows parts
of the resulting graph for applying association rules with 0.05 % sup-
port, and 10 % confidence on K2. Only associations rules with one el-
ement in premise and one element in conclusion are considered here.
In Figure 11.2 we identified several clusters in the graph. In this case,
the clusters were identified visually by considering connected compo-
nents as well as spatial proximity in the layout generated by a spring
embedder approach; more elaborate graph clustering algorithms could
be employed for this step. Upon manual inspection, these clusters can
easily be labelled with topics such as delicious hacks, javascript, ajax, or
photo collections.

In the following, we will discuss some of the clusters in the graph of
association rules depicted in Figure 11.2. Figures 11.3, 11.4, and 11.5
show some details from the graph. One of the most distinguished clus-
ters in the graph is the subgraph in Figure 11.3. It is clearly separated
from the rest of the graph and is obviously exclusively concerned with
photo sharing.

A similar case is the graph in Figure 11.5, which is also a connected
component in itself, but contains several topics: there are news pages
such as The Register, The New York Times etc., and these are connected to
pages about hacker productivity tools such as Lifehacker and TiddlyWiki
through specialized computer-related news sites, Wired and Slashdot.
This demonstrates that by evaluating tagging behavior, not only top-
ical clusters themselves—consisting of densely connected tags, users,
or resources—but also higher-level connections between clusters can be
found.

11.3.4. Labeling and Fuzzy Extension of Clusters

As an example of how the folksonomy mining techniques from this sec-
tion and Section 11.2 can be combined, we will demonstrate the labeling
of resource clusters in the association rule graph. Consider the commu-
nity depicted in Figure 11.6. It is obvious that this set of pages is con-
cerned with an extension called GreaseMonkey6 for the popular Firefox7

6ttp://greasemonkey.mozdev.org/
7http://www.mozilla.com/
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web browser. This extension enables the user to apply custom JavaScript
code to web pages she browses.

We applied the FolkRank algorithm from Section 11.2 with a prefer-
ence vector adding weight to the four resources in Figure 11.6. As we
are interested in labeling the cluster, we first consider the top tags from
the resulting FolkRank vector. The top tags can be seen in Table 11.15.
Obviously, these tags capture very well the contents of this cluster: it
is indeed concerned with a firefox extension named greasemonkey that ap-
plies javascript to web pages, etc.

The graph derived from the association rules shows connections that
are made with respect to sharply defined criteria: only those tags, users,
or resources will be connected that meet the minimum support and con-
fidence of the rule mining step. In order to extend the clusters found in
those graphs to the other dimensions, and to add items that are closely
related without meeting the association rule thresholds, one can apply
the FolkRank algorithm to yield a fuzzy extension of clusters that were
derived using rule mining. As an example consider Table 11.16: it shows
the top related resources to the ones from the GreaseMonkey cluster as
computed by the FolkRank algorithm. It can be seen that those resources
cover additional Greasemonkey resources, as well as related resources
on Firefox extensions as well as del.icio.us and Google hacks.

11.4. Related Work

The FolkRank algorithm makes use of the seminal PageRank algorithm
introduced by Page et al. (1998). While several variations for bipartite
graphs (Kleinberg, 1999), multilevel graphs (Xi et al., 2004), or object
structures (Balmin et al., 2004; Chirita et al., 2006) have been proposed,
none of them fits exactly for the folksonomy setting. A strategy for rank-
ing ontology items based on observing changes in weight spreading
schemes was proposed by Alani et al. (2003).

Suggestions for ranking in folksonomies include (Michail, 2005; Sze-
kely and Torres, 2005). Both are follow the approach of ranking one
dimension after the other, e. g., first ranking the importance of users
and then ranking tags according to the users’ weights.

Mining the structure of folksonomies has been one of the first inter-
ests of the scientific community in folksonomies. Mining approaches
include the extraction of relationships in the tag set by exploiting tag
cooccurrence (Mika, 2005; Schmitz, 2006; Heymann and Garcia-Molina,
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Table 11.15.: Top related tags for the GreaseMonkey cluster
firefox
greasemonkey
web
javascript
extension
extensions
css
mozilla
programming
tools
software
webdev
webdesign
dhtml
design
scripts
html
reference
ajax

Table 11.16.: Top related resources for the GreaseMonkey cluster
http://dunck.us/collab/GreaseMonkeyUserScripts
http://diveintogreasemonkey.org/
http://greasemonkey.mozdev.org/
http://www.karmatics.com/aardvark/
http://dietrich.ganx4.com/foxylicious/
http://platypus.mozdev.org/
http://www.letitblog.com/greasemonkey-compiler/
http://diveintogreasemonkey.org/toc/
http://delicious.mozdev.org/
http://script.aculo.us/
http://www.nivi.com/blog/article/greasemonkey-and-business-models/
http://extensions.roachfiend.com/howto.php
http://pchere.blogspot.com/2005/02/absolutely-delicious-complete-tool.html
http://ejohn.org/projects/autodelicious/
http://persistent.info/archives/2005/03/01/gmail-searches
http://roachfiend.com/archives/2004/12/08/how-to-create-firefox-extensions/
http://johnhaller.com/jh/mozilla/portable firefox/
http://johnvey.com/features/deliciousdirector/
http://www.customizegoogle.com/
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2006; Niwa et al., 2006) as well as trend detection on tags (Hotho et al.,
2006b; Dubinko et al., 2006).

The rule mining approach chosen in this chapter is related to triadic
Formal Concept Analysis (Lehmann and Wille, 1995; Stumme, 2005).
We have continued working in that direction and devised a triadic min-
ing algorithm for Iceberg tri-lattices that can be applied to folksonomies
(Jäschke et al., 2006).

11.5. Conclusion and Outlook

11.5.1. Summary

In this chapter, we have presented two folksonomy mining approaches
that can help to gain an understanding of the structure of a folksonomy,
as well as provide concrete rankings and recommendations that can be
presented to the user and support his browsing and searching activities
when using a folksonomy tool.

The FolkRank ranking algorithm takes into account the graph struc-
ture of folksonomies in order to provide a ranking of tags, users, and
resources based on user preferences. We have seen that the top folk-
sonomy elements which are retrieved by FolkRank tend to fall into a
coherent topic area, e.g. “Semantic Web”. This leads naturally to the
idea of extracting communities of interest8 from the folksonomy, which
are represented by their top tags and the most influential persons and
resources. If these communities are made explicit, interested users can
find them and participate, and community members can more easily get
to know each other and learn of others’ resources.

While the FolkRank algorithm can be used to compute fuzzy clusters
around given preferences, the rule mining approach we demonstrated
generated crisp sets of rules. By partitioning the folksonomy graph ac-
cording to these rules, strongly coherent clusters can be identified. The
combination of both techniques opens up an interesting possibility, e. g.,
by computing crisp clusters using rule mining, and using FolkRank to
label or extend the clusters.

11.5.2. Outlook

Regarding the techniques presented in this chapter, several areas of re-
search present themselves for future work:

8see (Maier, 2005; p. 160ff) for a detailed discussion of different kinds of communities
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Trend Detection: The techniques presented in this chapter have been ap-
plied to datasets consisting of static snapshots of folksonomies
so far. One interesting aspect which has been touched in Chap-
ter 10 already is the development of folksonomies over time. In
(Hotho et al., 2006b), we have used the FolkRank algorithm from
this chapter to analyze the trends and changes in a folksonomy,
highlighting, for example, tags that have gained or lost in popu-
larity within a certain period of time. Another method for trend
detection in folksonomies, though employing a simpler algorithm
and more focused on scalability, was proposed by Dubinko et al.
(2006).

Spam Detection: Judging from our own experience with running BibSon-
omy, as well as from the discussions of the mailing lists of the pop-
ular folksonomy systems such as del.icio.us and CiteULike, spam-
ming is an increasing problem in folksonomies. One possible ap-
plication of the ranking schemes presented in this section is the
(semi-)automatic detection of spammers. We are currently explor-
ing the possibilities in that direction.

Scalability: Even with efficient implementations, the algorithms presen-
ted in this chapter are not yet usable for generating recommen-
dations or rankings online, i. e., at the time of user interaction.
Thus, the only way of integrating these algorithms into a live sys-
tem would be to process a batch of rankings or rule mining steps
offline and present them the next time a user logs in.

Further research can explore several possible ways of making these
algorithms more tractable in practice, either by improving the im-
plementations as such, or by following lines of research similar to
those that have been pursued in web ranking. One way of speed-
ing up spectral ranking algorithms is by divide-and-conquer ap-
proaches (Jeh and Widom, 2003; Kamvar et al., 2003a,b) that com-
pute global rankings from a number of smaller ranking problems.
These optimizations could be transferred to the FolkRank algo-
rithm.

Structuring Folksonomies Non-Intrusively: When folksonomy systems at-
tract millions of users that contribute content, user support has to
go beyond enhanced retrieval facilities. Thus, the internal struc-
ture of a folksonomy has to be improved, e. g., by adding relations
between tags.

161



11. Information Retrieval, Mining, and Recommendations

One approach would be to extend the folksonomy model towards
Semantic Web technologies. The key question remains though how
to exploit the benefits of a richer and more structured knowledge
representation without bothering untrained users with its acquisi-
tion and maintenance effort and rigidity. We believe that this will
become a fruitful research area for the Semantic Web and folkso-
nomy communities for the next years.
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http://sxc.hu/

http://pdphoto.org/

http://www.imageafter.com/

http://www.morguefile.com/

http://www.openphoto.net/ http://www.stockvault.net/

http://www.freefoto.com/index.jsp

http://www.pixelperfectdigital.com/

http://www.masternewmedia.org/news/2005/04/01/where_to_find_great_free.htm

http://www.sxc.hu/

Figure 11.3.: Cluster within Figure 11.2: photo collections

http://wellstyled.com/tools/colorscheme2/index-en.html

http://www.colorschemer.com/online.html

http://www.redalt.com/Tools/ilyc.phphttp://www.colorcombos.com/

http://www.meyerweb.com/eric/tools/color-blend/

http://www.ficml.org/jemimap/style/color/wheel.html

http://www.chami.com/html-kit/services/favicon/

http://www.lucazappa.com/brilliantMaker/buttonImage.php

Figure 11.4.: Cluster within Figure 11.2: color schemes for web pages

http://news.bbc.co.uk/

http://www.guardian.co.uk/

http://slashdot.org/

http://www.nytimes.com/ http://news.google.com/

http://www.cnn.com/

http://www.lifehack.org/

http://www.lifehacker.com/

http://www.43folders.com/http://www.gizmodo.com/

http://digg.com/

http://www.theregister.co.uk/

http://www.wired.com/

http://www.engadget.com/

http://www.minezone.org/wiki/MVance/GettingThingsDone

http://shared.snapgrid.com/gtd_tiddlywiki.html

http://www.tiddlywiki.com/http://www.boingboing.net/

http://www.metafilter.com/

http://www.fark.com/

http://boingboing.net/

http://www.hackaday.com/

Figure 11.5.: Cluster within Figure 11.2: news pages and tools for hack-
ers
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http://www.karmatics.com/aardvark/

http://greasemonkey.mozdev.org/

http://diveintogreasemonkey.org/

http://dunck.us/collab/GreaseMonkeyUserScripts

Figure 11.6.: Cluster within Figure 11.2: the GreaseMonkey extension
for Firefox
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12. Outlook

In the preceding chapters, we have discussed two paradigms for self-
organized collaborative knowledge management. In this chapter, we
will conclude the thesis by having a look at current trends both in
P2PKM as well as in folksonomies and the Web 2.0 in general.

In this thesis, we have explored two paradigms for self-organized, col-
laborative knowledge management. In P2PKM, the goal is to collabora-
tively work with rich, semantic descriptions of resources, distributing
them in the network and obtaining new annotations from others; on the
other hand, folksonomies have been centralized efforts from the begin-
ning, collecting their light-weight knowledge representation in a central
server. For both approaches, we have offered solutions to some of their
particular problems and challenges in the previous chapters.

The question remains, however, what the future trends and issues of
P2PKM and folksonomies will be. In the remainder of this chapter, we
will explore some recent work in both fields and point out possible fu-
ture research directions.

12.1. Peer-to-Peer Knowledge Management

12.1.1. Combining Semantic P2PKM and DHTs

If one assesses the work done over the past years in P2P systems at
events such as the IEEE P2P Conferences1, and the IPTPS2 and AP2PC3

workshop series, most of the work regarding query routing has been
done on so-called distributed hash tables (DHT). In DHTs, binary keys,
e. g., hash values of file names, are mapped to network addresses of

1http://p2p2006.csc.ncsu.edu/
2http://iptps06.cs.ucsb.edu/
3http://p2p.ingce.unibo.it/2006/
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peers that are responsible for storing the respective data. By building
data structures such as trees (Aberer et al., 2003a) or skip lists (Stoica
et al., 2001) on the key space, routing algorithms can be enabled which
find data items with average costs that are logarithmic in the network
size, both in terms of network load as well as routing table size.

While DHTs have provably small routing costs, the main drawback is
that in their basic form, they support only the exact retrieval of binary
keys, which makes them unsuitable for the P2PKM use cases sketched in
this thesis. Benefits of the proposed self-organized network topologies
such as peer autonomy, formation of topically related neighborhoods,
similarity queries, or browsing of the surroundings of interesting query
hits cannot easily be implemented in DHTs.

One possible research agenda for building semantic P2PKM solutions
on top of DHTs would be as follows (Aberer, 2005):

1. Find a mapping of rich knowledge representation formalisms such
as RDFS or OWL ontologies into an n-dimensional space that pre-
serves the semantic distance of ontology entities.

2. If n > 1, find a mapping of that space into the set of binary keys
permissible in a DHT.

3. Design a DHT that works well with a distance-preserving hash
function and allows for range queries.

4. If peer autonomy is to be maintained, introduce a level of indirec-
tion between peers keeping the actual data and peers keeping the
routing information about data objects.

Some partial solutions to some of these problems are already avail-
able, e. g., DHTs supporting range queries (Karnstedt et al., 2006) (step
3 above)—and some are rather easy to implement, such as step 4. To the
best of the author’s knowledge, however, no full solution to the prob-
lem of mapping rich knowledge representations to DHTs while preserv-
ing the all possible ways of accessing and using such knowledge bases
has been found. Solutions proposed so far, e. g., (Cai and Frank, 2004;
Aberer et al., 2004), are restricted to storing RDF triples at three locations
each, indexed by their subjects, predicates, and objects, or to managing
all facts pertaining to one particular concept of an ontology at one des-
ignated peer in a hypercube topology (Schlosser et al., 2002).

Implementing the abovementioned steps would be an interesting com-
bination of two P2P paradigms and would open up additional possibil-
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ities, e. g., integrating queries on the conceptual structure with queries
for literal values.

12.1.2. Social Networks and P2PKM

While the analysis and study of social networks has a long tradition
(Wasserman and Faust, 1994), only recently has the computer science
and knowledge management community begun to investigate different
uses of social networks (Staab et al., 2005), particularly in the P2PKM
domain.

Here, social network metaphors have been used to structure network
topologies, as proposed in Chapter 5, where network topologies are
built around shared interests. Other aspects of social networks have
been exploited as well, e. g., for evaluating the reputation and trust in
peers (Wang et al., 2006).

Social networks in P2P systems could also be exploited to provide
mixed modes of interaction with the network, e. g., by combining the
querying of the network with browsing of the contents of friends’ peers,
where serendipitous discovery of useful contents is most likely.

12.2. Folksonomies

Folksonomies as a rather new phenomenon have seen considerable at-
tention recently. While there has been a lot of discussion traditionally
on Web 2.0 affine media such as blogs and mailing lists, there were rela-
tively few peer-reviewed publications on folksonomies until recently.

While early published work was focused on classifying types of folk-
sonomies, discussing their general properties, and relating them to other
forms of knowledge organization, at the time of this writing research on
folksonomies is diversifying into several more specialized directions. In
the following, we will highlight some of the upcoming areas of research
and point out possible future research paths.

Presentation: The user interface of the classic folksonomy tool was re-
stricted to tag and user pages and a start page with recent posts.
Recently, large folksonomy tools, most prominently del.icio.us, are
beginning to restructure their user interfaces. Presumably this is
intended to provide more interesting starting points for folkso-
nomy exploration, and to raise the bar for spammers to get on
the entry page. Future work will have to explore possible ways
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of presenting large-scale folksonomies to their users; current work
on user interface issues includes (Millen et al., 2006; Kaser and
Lemire, 2007; Dubinko et al., 2006; Hassan-Montero and Herrero-
Solana, 2006).

Ranking and Recommendations: Recent work (Niwa et al., 2006; Xu et al.,
2006; Michail, 2005) as well as this thesis have proposed methods
for ranking folksonomy contents and providing tag, user, and re-
source recommendations. In order to apply these methods in real-
time to web-scale folksonomies (i. e., to rank query results at the
time of user interaction), the performance would have to be im-
proved drastically. Failing that, one has to resort to simpler ways
of ranking and recommending or to precomputed results that are
obtained in batch mode.

Providing Richer Structure: One area that has attracted the attention of
many researchers from the data mining and Semantic Web com-
munities is mining richer structure from folksonomies and provide
it to the user without any added effort from the user’s side. From
early scientific papers on folksonomies, it has been attempted to
extract structure from the flat space of tags. Open questions in this
respect can be split into two classes: (a) what structures to provide,
and (b) how to acquire or extract information about richer struc-
tures. So far, some attempts have been made to attack the latter
problem and extract taxonomies or ontologies from folksonomies
(Mika, 2005; Schmitz, 2006; Heymann and Garcia-Molina, 2006);
the former question, namely, what kind of additional structure is
most suitable in order to help folksonomy end users, is still open
(Tonkin and Guy, 2006). Building richer structures from folksono-
mies or in a folksonomy-like environment is also a current topic of
research in the Semantic Web community; see the next section for
more details.

Folksonomy Dynamics and Trend Detection: Another interesting area of re-
search is the detection of trends over time in large-scale folkso-
nomy data (Hotho et al., 2006b; Dubinko et al., 2006), and of the
dynamic processes in general that govern the growth of a folkso-
nomy (Cattuto et al., 2007a; Shepard et al., 2006). We are currently
exploring the connection between trends regarding the same top-
ics in folksonomies and classic search engines, e. g., in order to see
if folksonomies have a head start when trends are appearing on
the web.
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12.3. Web 2.0 and the Semantic Web

Probably the most dynamic development regarding the topics of this
thesis is the convergence of ideas from the Web 2.0 area with established
Semantic Web research. On the one hand, the Semantic Web community
is interested in the impressive growth of Web 2.0 tools such as folksono-
mies, blogs, wikis, and similar sites within a very short time, and the im-
petus that collaborative management of knowledge generates—at least
in many cases such as del.icio.us or Wikipedia. On the other hand, the
ease of use, quick responsiveness, and large user base of Web 2.0 tools
cannot replace richer knowledge representation formalisms in all cases,
and many users want structure beyond fulltext blogs and wikis and a
flat set of tags.

Unsurprisingly, many ways of combining the benefits of lightweight
collaborative solutions in the Web 2.0 style and Semantic Web know-
ledge representations are being discussed today, and concrete projects
are under way. In the remainder of this section, we will showcase some
of the current work in the intersection of the Web 2.0 and the Semantic
Web.

Folksonomies as Ontology Substrates. As has been discussed in Chapter 7,
folksonomies are rather close to what can be considered simple
ontologies on the scale of Smith and Welty (2001). Recently, sev-
eral new approaches have appeared which regard folksonomies
as transitional structures on the way to more elaborate knowledge
representations (Braun et al., 2007), or which use already available
background knowledge from Wikipedia4 or WordNet (Fellbaum,
1998) to semantically enrich tags added by users (Marchetti et al.,
2007).

Similar to this approach—though not based on folksonomies—is
the idea of gleaning RDF metadata from HTML or XML docu-
ments (Davis, 2006), or to attaching semi-structured metadata to
content using so-called microformats (Khare, 2006).

Collaborative Ontology Editing. Understanding ontologies as shared con-
ceptualizations implies that there needs to be a way of eliciting
these shared understandings of a domain from possibly dispersed
sets of stakeholders. While ontology engineering methodologies
have addressed this issue in the past (Sure, 2003; Tempich et al.,

4http://www.wikipedia.org
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2006), the interest in collaboration on the Web 2.0 has produced
several new tools.

As an example, Soboleo (Zacharias and Braun, 2007) is a tool for
collaborative tagging that takes the tags from a taxonomy instead
of a flat space. The taxonomy consists only of broader–narrower
relationships and can be edited in the same web interface as the
annotations, reducing the overhead of ontology construction.

On the other end of the spectrum, tools for editing classic Semantic
Web ontologies expressed in RDFS or OWL have been extended to
allow for collaborative editing of ontologies across the network,
including facilities for discussing and voting on desired changes
in the ontology (Tudorache and Noy, 2007; Kozaki et al., 2007).

Semantic Wikis. Although wikis have gained widespread use as one pos-
sible means of managing knowledge—Wikipedia being the most
prominent example—they are still lacking an easy way of obtain-
ing formal representations of their contents which can be reused,
combined, and used for reasoning.

There are currently several projects which try to provide an en-
vironment for collaborative construction of structured knowledge
representations in a wiki fashion, either editing the knowledge
representation as such (Auer et al., 2007; Aumueller, 2005) or the
structured knowledge along with the usual fulltext content (Schaf-
fert, 2006; Krötzsch et al., 2006).

12.4. Conclusion

In the author’s opinion, the solutions sketched in the last section are
currently the subject of the most dynamic research within the field dis-
cussed in this thesis. Combining the ease of use and little overhead of
Web 2.0 tools with the rich knowledge representations that are used in
the Semantic Web community carries significant allure, although the Se-
mantic Web community seems more interested in the work of the more
grass-roots Web 2.0 movement than the other way around. One of the
most interesting challenges will be to find the proper mixture to provide
on the one hand enough formal semantics and sound reasoning capa-
bilities for the respective application, while on the other hand keeping
a KM system simple enough to use so that significant numbers of users
will be able and willing to contribute.
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