Course: Biostatistics Lecture No: [ 2 ]

Introduction to Statistics

An Overview of Statistics




What is DATA?

Data: Consist of information coming from observations, counts,
measurements, or responses.

Example: According to a survey, more than 7 in 10 Americans say a
nursing career is a prestigious occupation (=3,- - &),

Example: “Social media consumes kids today as well, as more score
their first social media accounts at an average age of 11.4
years old.”



What is STATISTICS?

Statistics: The science of collecting, organizing, analyzing,
and interpreting data in order to make decisions.
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Data Sets

Population:

The collection of all outcomes, responses,
measurements, or counts that are of interest.

Sample:

A subset, or part, of the population.




Data Sets

Example: lIdentifying Data Sets

In a recent survey, 834 employees in the United States were asked if they
thought their jobs were highly stressful. Of the 834 respondents, 517 said yes.

1. Identify the population and the sample.

Population: the responses of all employees in the U.S.
Sample: the responses of the 834 employees in the survey.

2. Describe the sample data set.

The data set consists of 517 YES’s and 317 NO’s.



Parameter and Statistic

Parameter

A numerical description of
a population characteristic.

Average age of all people in
JORDAN. (1)

Statistic

A numerical description of
a sample characteristic.

Average age of people from
a sample of three cities.

(x)



Parameter and Statistic

Example: Decide whether each number describes a population parameter or
a sample statistic.

A survey of several hundred collegiate student-athletes in the

o United States found that, during the season of their sport,
the average time spent on athletics by student-athletes is 50
hours per week.

Because the average of 50 hours per week is based
on a subset of the population, it is a sample statistic.



Parameter and Statistic

Example: Decide whether each number describes a population parameter or
a sample statistic.

o The freshman class at a university has an average SAT math
score of 514.

Because the average SAT math score of 514 is based
on the entire freshman class, it is a population
parameter.



Parameter and Statistic

Example: Decide whether each number describes a population parameter or
a sample statistic.

In a random check of several hundred retail stores, the Food
e and Drug Administration found that 34% of the stores were
not storing fish at the proper temperature.

Because 34% is based on a subset of the population, it
is a sample statistic.



Branches of Statistics

Descriptive Statistics

Involves organizing, summarizing,
and displaying data.

Tables, charts, averages.

O B

Inferential Statistics

Involves using sample data
to draw conclusions about
a population.
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Branches of Statistics

Example:

For the following study:

1.

|Identify the population and
the sample.

Then determine which part
of the study represents the
descriptive branch of
statistics.

What conclusions might be
drawn from the study using
inferential statistics?

A study of 2560 U.S.
adults found that of
adults not using the
Internet, 23% are
from households
earning less than
S30000 annually, as
shown in the figure.

Not Duline
LIS achults whe dn ot use the Interae:
b hionachold incoms

2%
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[1] The population consists of the
responses of all U.S. adults, and the
sample consists of the responses of the
2560 U.S. adults in the study.




Branches of Statistics

Example:

For the following study :

1.

|Identify the population and
the sample.

Then determine which part
of the study represents the
descriptive branch of
statistics.

What conclusions might be
drawn from the study using
inferential statistics?

A study of 2560 U.S.
adults found that of
adults not using the
Internet, 23% are
from households
earning less than
S30000 annually, as
shown in the figure.

Not Duline
LIS achults whe dn ot use the Interae:
b hionachold incoms

2%

S
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Hoaschold Ineom:

[2] The descriptive branch of statistics
involves the statement 23% of U.S.
adults not using the Internet are from
households earning less than $30000

annually.




Branches of Statistics

Example:

For the following study :

1.

|Identify the population and
the sample.

Then determine which part
of the study represents the
descriptive branch of
statistics.

What conclusions might be
drawn from the study using
inferential statistics?

A study of 2560 U.S.
adults found that of
adults not using the

Internet, 23% are
from households
earning less than

S30000 annually, as
shown in the figure.

Not Duline
LIS achults whe dn ot use the Interae:
b hionachold incoms

2%

S
==

LPECY PRI o RS T I T e p T |
ZY000 o *'-'-1-«:'||:.W EITRIES

Hoaschold Ineom:

[3] A possible inference drawn from the
study is that lower-income households
cannot afford access to the Internet.




Couse: Biostatistics Lecture No: [2]

Introduction to Statistics

Data Classification



Types of Data

Qualitative Data Quantitative Data
Consists of attributes, labels, or Numerical measurements or
nonnumerical entries. counts.
I~ Major aihy Age
Place of h@d Weight
/ Birth

W Eye color & Temperature



Course: Biostatistics Lecture No: [3]

Introduction to Statistics

Data Collection and Experimental Design




DESIGN OF A STATISTICAL STUDY

 The goal of every statistical study is to collect data and then use
the data to make a decision.
* Before interpreting the results of a study, you should be familiar

with how to design a statistical study.



DESIGN OF A STATISTICAL STUDY
Designing a Statistical Study

1. Identify the variable(s) of interest (the focus) and the population of the study.

2. Develop a detailed plan for collecting data. If you use a sample, make sure the
sample is representative of the population.

3. Collect the data.
4. Describe the data, using descriptive statistics techniques.

5. |Interpret the data and make decisions about the population using inferential

statistics.

6. Identify any possible errors.



DESIGN OF A STATISTICAL STUDY

Categories of a Statistical Study

Observational Study

A researcher does not influence
the responses.

Example: an  observational
study was performed in which
researchers  observed and
recorded the mouthing behavior
on nonfood objects of children
up to three years old.

Experiment

A researcher deliberately (’\m)
applies a treatment before
observing the responses.



DESIGN OF A STATISTICAL STUDY

Categories of a Statistical Study

Experiment * Another part of the population may
be used as a control group, in
which no treatment is applied.
(The subjects in both groups are
called experimental units.)

A researcher deliberately (;\m)
applies a treatment before
observing the responses.

¢ A treatment is applied to * In many cases, subjects in the
part of a population, called control group are given a placebo,
a treatment group, and which is a harmless, fake treatment
responses are observed. that is made to look like the real

treatment.



DESIGN OF A STATISTICAL STUDY

Categories of a Statistical Study

Experiment

A researcher deliberately (;\m)
applies a treatment before
observing the responses.

 Itis a good idea to use the
same number of subjects
for each group.

Example:

An experiment was performed in
which diabetics took cinnamon
extract daily while a control group
took none. After 40 days, the
diabetics who took the cinnamon
reduced their risk of heart disease
while the control group
experienced no change.



DESIGN OF A STATISTICAL STUDY

Example: Observational Study or an Experiment ?

o Researchers study the effect of vitamin D; supplementation
among patients with antibody deficiency or frequent respiratory
tract infections. To perform the study, 70 patients receive 4000 |U
of vitamin D5 daily for a year. Another group of 70 patients receive
a placebo daily for one year.

Because the study applies a treatment (vitamin D3) to the
subjects, the study is an experiment.



DESIGN OF A STATISTICAL STUDY

Example: Observational Study or an Experiment ?

o Researchers conduct a study to find the U.S. public approval rating
of the U.S. president. To perform the study, researchers call 1500
U.S. residents and ask them whether they approve or disapprove
of the job being done by the president.

Because the study does not attempt to influence the responses of
the subjects (there is no treatment), the study is an observational
study.



DATA COLLECTION

Simulation

Uses a mathematical or physical model
to reproduce the conditions of a
situation or process.

Often involves the use of computers.
Allow you to study situations that are
impractical or even dangerous to create
in real life.

Often save time and money.

Example: automobile manufacturers
use simulations with dummies to study
the effects of crashes on humans.

Survey

An investigation of one or more
characteristics of a population.

Surveys are carried out on people by
asking them questions.

Commonly done by interview, Internet,
phone, or mail.

In designing a survey, it is important to
word the questions so that they do not
lead to biased results, which are not

representative of a population.



EXPERIMENTAL DESIGN

* To produce meaningful unbiased results, experiments should be

carefully designed and executed.

 Three key elements of a well-designed experiment are:

1. Control
2. Randomization

3. Replication



EXPERIMENTAL DESIGN Control

 Because experimental results can be ruined (i) by a variety of factors,
being able to control these influential factors (5_5«ll Jal s2ll) is important.
One such factor is a confounding variable (Jladl) yaidll).

A confounding variable occurs when an experimenter cannot tell the
difference between the effects of different factors on the variable.

 Example: A coffee shop owner remodels her shop at the same time a
nearby mall has its grand opening. If business at the coffee shop
increases, it cannot be determined whether it is because of the

remodeling or the new mall.



EXPERIMENTAL DESIGN Control

 Another factor that can affect experimental results is the placebo
effect.

* The placebo effect occurs when a subject reacts favorably to a
placebo when in fact the subject has been given a fake treatment.

* To help control or minimize the placebo effect, a technique called
blinding can be used.

* Blinding is a technique where the subject does not know whether he
or she is receiving a treatment or a placebo.

* Double-Blind experiment neither the subject nor the experimenter
knows if the subject is receiving a treatment or a placebo.



EXPERIMENTAL DESIGN Randomization

* Randomization is a process of randomly assigning subjects to different
treatment groups.

* Randomized block design: Divide subjects with similar characteristics
into blocks, and then within each block, randomly assign subjects to

treatment groups. @

 Example: An experimenter who is
testing the effects of a new weight loss

drink may first divide the subjects into @
age categories and then, within each w % @
age group, randomly assign subjects to

either the treatment group or the m w

control group



EXPERIMENTAL DESIGN Replication

* Replication is the repetition of an experiment under the same or similar
conditions.

 Sample size, which is the number of subjects in a study, is another
important part of experimental design.

 Example: suppose an experiment is designed to test a vaccine against a
strain of influenza. In the experiment, 10,000 people are given the
vaccine and another 10,000 people are given a placebo. Because of the
sample size, the effectiveness of the vaccine would most likely be
observed. But, if the subjects in the experiment are not selected so that
the two groups are similar (according to age and gender), the results are
of less value.



EXPERIMENTAL DESIGN

Example A company wants to test the effectiveness of a new gum developed
to help people quit smoking. Identify a potential problem with the
given experimental design and suggest a way to improve it.

[1] The company identifies ten adults
who are heavy smokers. Five of the
subjects are given the new gum and the
other five subjects are given a placebo.
After two months, the subjects are
evaluated, and it is found that the five
subjects using the new gum have quit
smoking.

Problem
The sample size being used is not
large enough.

Solution

The experiment must be replicated



EXPERIMENTAL DESIGN

Example A company wants to test the effectiveness of a new gum developed
to help people quit smoking. Identify a potential problem with the
given experimental design and suggest a way to improve it.

[2] The company identifies one
thousand adults who are heavy
smokers. The subjects are
divided into blocks according to
gender. After two months, the
female group has a significant
number of subjects who have
qguit smoking.

Problem

The groups are not similar. The new
gum may have a greater effect on
women than men, or vice versa.

Solution

They must be randomly assigned to be
in the treatment group or the control
group.



Sampling Techniques

A census (Sl sla=dll) js @ count or measure of an entire
population.

Taking a census provides complete information, but it is often
costly and difficult to perform.

A sampling is a count or measure of part of a population and is
more commonly used in statistical studies.

To collect unbiased (>« ¢) data, a researcher must ensure that
the sample is representative of the population.

Even with the best methods of sampling, a sampling error may
occur.

A sampling error is the difference between the results of a
sample and those of the population.



Sampling Techniques

* A random sample is one in which every member of the population
has an equal chance of being selected.

* A simple random sample is a sample in which every possible
sample of the same size has the same chance of being selected.

* One way to collect a simple random sample is to assign a different
number to each member of the population and then use a random
number tables, calculators or computer software programs to

generate random numbers.



Sampling Techniques

 When you choose members of a sample, you should decide whether it
is acceptable to have the same population member selected more than
once.

* If it is acceptable, then the sampling process is said to be with
replacement. If it is not acceptable, then the sampling process is said to
be without replacement.

* There are several other commonly used sampling techniques. Each has
advantages and disadvantages.

1. Stratified Sample (il Aixll)

2. Cluster Sample (A siizll Ll

3. Systematic Sample (daagiall duall)
4. Convenience Sample (daa_yall 4ill)



Sampling Techniques Stratified Sample

* Divide a population into groups (strata) and select a random sample
from each group.

 Example: To collect a stratified sample of the number of people who
live in Amman households, you could divide the households into
socioeconomic (=ia¥ls sabaBY) aaoll) |evels and then randomly
select households from each level.

ol@es @'@® @abg

Group 1: Group 2: Group 3:
Low mnconie Middle income High mcome



Sampling Techniques Cluster Sample

Divide the population into groups (clusters) and select all of the
members in one or more, but not all, of the clusters.
In the Amman example you could divide the households into clusters

according to zones, then select all the households in one or more, but

not all, zones. _— —

< Zone | >
Zong 2

o,
Zone 3




Sampling Techniques Systematic Sample

* Choose a starting value at random. Then choose every kth member of the
population.

* In the Amman example you could assign a different number to each

household, randomly choose a starting number, then select every 100th

household. Randomly choose
a starting number Select every 100th household

A
- "

-?,|:'] - l'[H]' LG + 100) L"::-f‘: + 100 346 4+ 1)
\ g ™ /"f B

W s
Kﬁ.@ @0 ePee@aede




Sampling Techniques Convenience Sample

 Choose only members of the population that are easy to get.

e Often leads to biased studies (not recommended).



Sampling Techniques

Example: /dentifying Sampling Techniques.

You are doing a study to determine the opinion of students at your school
regarding stem cell research. Identify the sampling technique used.

[1] You divide the [2] You assign each student [3] You select students
student population with a number and generate who are in your biology
respect to majors and random numbers. class.

randomly select and You then question each

guestion some students student whose number is

in each major. randomly selected.

Stratified Sampling Simple Random Sample Convenience Sample



Course: Biostatistics Lecture No: [4]

Descriptive Statistics

Measures of Central Tendency



Where You have Been

* You learned that there are many ways to collect data.
e Usually, researchers must work with sample data in order to
analyze populations.

e Occasionally (JaY¥1s ceall (), it is possible to collect all the data for
a given population.

Where You are Going

* You will take a review of some ways to organize and describe data
sets.

 The goal is to make the data easier to understand by describing
trends, averages, and variations.



MEAN

* A measure of central tendency is a value that represents a typical, or
central, entry of a data set.
* The three most used measures of central tendency are
1. the
2. the median,

3. and the mode.



MEAN

 The mean (average) of a data set is the sum of the data entries ()] x)
divided by the number of entries (n or N).

 To find the mean of a data set, use one of these formulas:
) Y x
v Population Mean: u = v

v' Sample Mean: X = %



MEAN

Example: The weights (in pounds) for a sample of adults before starting
a weight-loss study are listed. What is the mean weight of the

adults?
274 235 223 268 290 285 235
_ ux
T
274+ 235+ 223+ 268 + 290 + 285 + 235
) 1810 ’
- — ~ 258.57 The mean weight of the adults

is about 258.6 pounds



MEAN

* Advantage of using the mean:
v' The mean is a reliable measure because it considers every
entry of a data set.
* Disadvantage of using the mean:
v’ Greatly affected by outliers (a data entry that is far removed

from the other entries in the data set).



MEAN OF GROUPED DATA [WEIGHTED MEAN]

Example: Consider the following data: 1 4 3 2
1+4+4+3 1+2+4+3 2 2 1 3
L _1+4+3+-+1+2+43 s 1 3 1
20 © o 2 4 1 2
_ x(x-f)
X Wi x | Frequency (f)
~(1x6)+(2%x5)+(3x6)+(4x3) 1 6
_ 20 2 5
6+ 10+ 18+ 12 3 6

W= AW

= 2.3 20



Course: Biostatistics Lecture No: [5]

Descriptive Statistics

Measures of Variation



RANGE

In this section, you will learn different ways to measure the

variation (or spread) of a data set.

The simplest measure is the range of the set.

Range = (Maximum data entry) — (Minimum data entry)

The range has the advantage of being easy to compute.

Its disadvantage is that it uses only two entries from the data set.



VARIANCE AND STANDARD DEVIATION

e Two measures of variation that use all the entries in a data set.

Before you learn about these measures of variation, you need to

know what is meant by the deviation of an entry in a data set.

The deviation of an entry x in a population data set is the difference

between the entry and the mean u of the data set.

[Deviationof x] = x —wu

2(x—u)=0



VARIANCE AND STANDARD DEVIATION

Example: The average of the datais u = 8.




VARIANCE AND STANDARD DEVIATION

Population Variance

Population Standard
Deviation

,  u(x—p)?
Y
X x)?
DICORE
- N
e
o= N =\

N

2(x?) —

(2 x)?
N




VARIANCE AND STANDARD DEVIATION

Example: Find the population variance

N =38

u

Variance g2 =—=16 Standard Deviation:

of the following data.

14+12+6+13+2+114+9+5
B 8

=9




VARIANCE AND STANDARD DEVIATION

, _ 2= %)

n—1

Sample Variance S

B Z(xz) _ (> x)*

n

n—1

Yx—x)? (L) - () x)*

n

Population Standard . _
Deviation N - 1 \ n—1




VARIANCE AND STANDARD DEVIATION

Example: Find the sample variance of
the following data.

S
I
o)

2
450 — (52)

Variance s? = 8 _ 16

8—1

Standard Deviation: s =+v16 =4




VARIANCE AND STANDARD DEVIATION

NOTES

The standard deviation measures the variation of the data set
about the mean and has the same units of measure as the data
set.

The standard deviation is always greater than or equal to O.
When o = 0, the data set has no variation, and all entries have
the same value.

As the entries get farther from the mean (that is, more spread

out), the value of o increases.



EMPIRICAL RULE (or 68 — 95 — 99.7 RULE)

For data sets with distributions that

are approximately symmetric and

bell-shaped, the standard deviation
has these characteristics.

 About 68% of the data lie within
one standard deviation of the
mean.

e About 95% of the data lie within
two standard deviations of the
mean.

 About 99.7% of the data lie within
three standard deviations of the
mean.

Bell-Shaped Distribution

90, T% within

3 standard devialions

e 056 within
] Fy £
2 standard deviations

— GEY within —=

| standard

deviation

o g



Course: Biostatistics Lecture No: [5]

Normal Probability Distributions

Sampling Distributions and the Central Limit Theorem



SAMPLING DISTRIBUTIONS

* In this section, you will study the relationship between a population
mean and the means of samples taken from the population.

A sampling distribution is the probability distribution of a sample
statistic that is formed when samples of size n are repeatedly taken
from a population.

* If the sample statistic is the sample mean, then the distribution is the
sampling distribution of sample means.

* Every sample statistic has a sampling distribution.



SAMPLING DISTRIBUTIONS

Population with u, o

Sample 1. X :

Sample 4, X,




PROPERTIES OF SAMPLING DISTRIBUTIONS OF SAMPLE MEANS
* The mean of the sample means i is equal to the population mean p.
He = U
* The standard deviation of the sample means oz is equal to the
population standard deviation o divided by the square root of the

sample size n.

 The standard deviation of the sampling distribution of the sample

means is called the standard error of the mean.



A SAMPLING DISTRIBUTION OF SAMPLE MEANS

Example

1

3r

\

randomly choose

5

”V’

Population

* Population Mean:

0}

M:

two slips of paper,
with replacement.

1+3+5+7
=4

4
* Population Standard Deviation:

2_Z(x—u)2_9+1+1+9_5

N

~o=15

4

Freguency

X | Freq.
1 1
3 1
5 1
7 1

Uniform Distribution

102

ara

Data



A SAMPLING DISTRIBUTION OF SAMPLE MEANS

\ Samples

Example
P j 3, randomly choose

SJ 7JV tV\.IO slips of paper,
with replacement.

u=4 o =15

1

1 @

1

3 @

1

7@

1

5 @

3

3

3

3

1@
3@
7@
5@

1@

3 @

7 @®

5@




A SAMPLING DISTRIBUTION OF SAMPLE MEANS

\v Samples Freq.
Example 1 3

Y T randomly choose

5’ 7JV two slips of paper,
with replacement.

u=4 o =15

N O\ U A WN R R
_ N Wb WN =



A SAMPLING DISTRIBUTION OF SAMPLE MEANS

=

\ Samples X | Freq.
Example 1 3 andomly  choose 1 ]
5, 7J1/ two slips of paper, 2 )
with replacement. 3 3
2(x-f) 64 A
Ux = = = 4 = u
2 f 16 i

16




A SAMPLING DISTRIBUTION OF SAMPLE MEANS

\v Samples X |Freq. | x-f (x — ‘uf)Z - f

Example 1 3 1 T ; 5

_— randomly choose
> 7J1/ two slips of paper, 2 2 4 8
with replacement. 3 3 9 3
p=4 o= V5 4 4 16 0
5 3 15 3
X(x-f) 64 o o X

Uz = = = 4 = U
Xf 16 o , i
¥ X f 16 2 n



A SAMPLING DISTRIBUTION OF SAMPLE MEANS

Example

3r

\' Samples

randomly choose

7J1/

X | Freq.
1 1
2 2
3 3
4 4
5 3
6 2
7 1

two slips of paper,
with replacement.

Normal Distribution




THE CENTRAL LIMIT THEOREM

 The Central Limit Theorem forms the foundation for the inferential
branch of statistics.

* This theorem describes the relationship between the sampling
distribution of sample means and the population that the samples
are taken from.

* The Central Limit Theorem is an important tool that provides the
information you will need to use sample statistics to make

inferences about a population mean.



THE CENTRAL LIMIT THEOREM

PART [1]
If samples of size n = 30 are drawn from any population with a mean
1 and a standard deviation o, then the sampling distribution of

sample means approximates a normal distribution.

' 1 . : (4]
Any Population Distribution 0= o=
2 iy
Standard \\
G_ = a0 Dk n
= deviation St‘“.1d‘.l rd
deviation
of the
sample

IMeans




THE CENTRAL LIMIT THEOREM

PART [2]

If the population itself is normally distributed, then the sampling
distribution of sample means is normally distributed for any sample
Size n.

Distribution of Sample Means

Normal Population Distribution (any n)
o F
,._E;:‘ — Standard T
deviation \\

Standard
deviation
of the
sample
means

W
-

-

‘:-________

|
|
|
|
|
|
—— Mean :
|

He=H#——Mean



THE CENTRAL LIMIT THEOREM

Example A study analyzed the sleep habits of college students. The study
found that the mean sleep time was 6.8 hours, with a standard
deviation of 1.4 hours. Random samples of 100 sleep times are
drawn from this population, and the mean of each sample is
determined. Find the mean and standard deviation of the
sampling distribution of sample means. Then sketch a graph of
the sampling distribution.

The mean of the sampling The standard error of the mean is
distribution is equal to the equal to the population standard

population mean deviation divided by +/n.
7 1.4 |

S IR T 1



THE CENTRAL LIMIT THEOREM

Example A study analyzed the sleep habits of college students. The study
found that the mean sleep time was 6.8 hours, with a standard
deviation of 1.4 hours. Random samples of 100 sleep times are
drawn from this population, and the mean of each sample is
determined. Find the mean and standard deviation of the
sampling distribution of sample means. Then sketch a graph of
the sampling distribution.

- L ! 1 | | | | L] | I-|_-|:
e I I I 1 I I I 1 | O =

7 3 4 5 & 7 H 9 11 L1

Moun of TR sleep mes (in hours)



THE CENTRAL LIMIT THEOREM

Example The training heart rates of all 20-years old athletes are normally
distributed, with a mean of 135 beats per minute and standard
deviation of 18 beats per minute. Random samples of size 4 are
drawn from this population, and the mean of each sample is
determined. Find the mean and standard error of the mean of
the sampling distribution. Then sketch a graph of the sampling
distribution of sample means.

The mean of the sample The standard deviation of
means the sample means

o . o 1% .
7i. = g7 =135heals por rainnis 7, =—= = —== Y heats peronnoute

i
Wi +fd



THE CENTRAL LIMIT THEOREM

Example The training heart rates of all 20-years old athletes are normally
distributed, with a mean of 135 beats per minute and standard
deviation of 18 beats per minute. Random samples of size 4 are
drawn from this population, and the mean of each sample is
determined. Find the mean and standard error of the mean of
the sampling distribution. Then sketch a graph of the sampling
distribution of sample means.

|

! ' T
HE [ 10 L35 [24] [#3
Sean rate (in bears per minute)



Course: Biostatistics Lecture No: [6]

Normal Probability Distributions

Review of the Standard Normal Distribution



THE STANDARD NORMAL DISTRIBUTION (REVIEW)

e The standard normal distribution is a normal distribution with a mean of
0 and a standard deviation of 1.

* Denoted by Z~N(0,1).

] ] ] ]
% g - iy 1 3 3

Standard Normal Distribution



THE STANDARD NORMAL DISTRIBUTION (REVIEW)

 There are infinitely many normal distributions, each with its own mean

and standard deviation.

. X—
* You can transform an x —value to a z —score using the formula z = Tﬂ

e After you use the formula, you can use the Standard Normal Table (Table
4 in Appendix B)
 The table lists the cumulative area under the standard normal curve to

the left of z, P(Z < c), for z —scores from —3.49 to 3.49



THE STANDARD NORMAL DISTRIBUTION (REVIEW)

Example Using the Standard Normal Table

(1) P(Z <1.15)
z .00 .01 02 03 .04 05 .06
0.0 5000 5040 5080 5120 5160 5199  .5239
0.1 | .5398 5438 5478 5517 5557 .5596  .5636
02 | 5793 5832 5871 5910 .5948 5987  .6026
0.9 | .8159 8186 8212 .8238 .8264 8289  .8315
1.0 8413 8438 8461 .8485 8508 .8531  .8554
1.1 | .8643  .B6G65 .8686 8708 8729 8770
1.2 | .8849 8869 .8888 .8907 .8925 .8944  .BY62
1.3 | 9032 9049 9066 .9082 9099 9115  .9131

1.4 9192 9207 9222 9236 9251 D265 9279



THE STANDARD NORMAL DISTRIBUTION (REVIEW)

Example Using the Standard Normal Table

(2) P(Z <-0.24)

z .09 .08 07 06 05 .04 03

—-3.4 0002  .0003 0003  .0003 0003 L0003 0003

=33 0003 0004 0004 0004 0004 0004 .0004
—3.2 0005 L0005 00035 L0006 0006 L0006  .0006

-0.5 | 2776 2810 2843 2877 2912 2946 .2981
-0.4 | 3121 3156 3192 3228 3264 3300 .3336
—0.3 | .3483 3520 355/ 3594 3632 3669 .3/0/
-0.2 | 3859 3897 3936 3974 4013 4090
—-0.1 | 4247 4286 4325 4364 4404 4443 4483
-0.0 4641 4681 4721 4761 4801 A840 4880




THE STANDARD NORMAL DISTRIBUTION (REVIEW)

NOTE

(1) P(Z=zc)=1-P(Z <)
=P(Z < —c)

(2) Pa<Z<b)=P(Z<b)—-P(Z<a)



PROBABILITY AND THE CENTRAL LIMIT THEOREM

_ X—Ug X—U
NOTE Totransform x toz —score: z = =
Ox a/\/n
Example Time behind the wheel

The average time spent dnving each day, by age group:

ﬁ 25 minutes

The figure at the right shows the lengths of
time people spend driving each day. You s
randomly select 50 drivers ages 15 to 19.

What is the probability that the mean time

they spend driving each day is between ..
24.7 and 25.5 minutes? Assume that o
= 1.5 minutes.

S5-0dl

1.5
= ——~02121 *

o)
:ufzuu:zs O-fz\/_ﬁ @




PROBABILITY AND THE CENTRAL LIMIT THEOREM

Example

The figure at the right shows the lengths of
time people spend driving each day. You
randomly select 50 drivers ages 15 to 19.
What is the probability that the mean time
they spend driving each day is between
24.7 and 25.5 minutes? Assume that o =
1.5 minutes.

P(24.7 <% <25.5) = P(-1.41 < z < 2.36)

Z

Ox ZU/W
Uz =25 o5 =0.2121

_u7-25
1= 92121 T

_255-25
27 02121~

=P(z<236)—P(z<—-141)

= 0.9909 — 0.0793 = 0.9116



PROBABILITY AND THE CENTRAL LIMIT THEOREM

Example Some college students use credit cards to pay for school-
related expenses. For this population, the amount paid is
normally distributed, with a mean of $1615 and a standard
deviation of $S550.

1. What is the probability that a randomly selected u=1615
college student, who uses a credit card to pay for o = 550
school-related expenses, paid less than $1400.

1400 — 1615
P(x<1400)=Plz< To

= P(z < —0.39) = 0.3483



PROBABILITY AND THE CENTRAL LIMIT THEOREM

Example Some college students use credit cards to pay for school-
related expenses. For this population, the amount paid is

normally distributed, with a mean of $1615 and a standard
deviation of $550.

2. You randomly select 25 college students who use credit |, — 1615
cards to pay for school-related expenses. What is the o = 550

probability that their mean amount paid is less than
$1400.

] 1400 — 1615 o
P(k <1400) =Pz < 110 O'fz\/—_=110
25

= P(z < —1.95) = 0.0256



PROBABILITY AND THE CENTRAL LIMIT THEOREM

Example

Comment

Some college students use credit cards to pay for school-
related expenses. For this population, the amount paid is
normally distributed, with a mean of $1615 and a standard
deviation of $S550.

Although there is about a 35% chance that a college student
who uses a credit card to pay for school-related expenses will
pay less than $1400, there is only about a 3% chance that the
mean amount a sample of 25 college students will pay is less
than $1400. This is an unusual event.



Course: Biostatistics Lecture No: [7]

Confidence Intervals

Confidence Intervals for the Mean (o Known)



IN THIS CHAPTER
* You will begin your study of inferential statistics, the second major
branch of statistics.
* You will learn how to make a more meaningful estimate by specifying
an interval of values on a number line, together with a statement of
how confident you are that your interval contains the population

parameter.



ESTIMATING POPULATION PARAMETERS

To use sample statistics to estimate the value of an unknown

population parameter.

A point estimate is a single value estimate for a population

parameter.

The most unbiased (U~ &) point estimate of the population

mean W is the sample mean x.

A statistic is unbiased if it does not overestimate or underestimate

the population parameter.



ESTIMATING POPULATION PARAMETERS

* The validity (48x=s) of an estimation method is increased when you
use a sample statistic that is unbiased and has low variability.

o

of a sample mean is
NG P

* For example, when the standard error gz =

decreased by increasing n, it becomes less variable.



ESTIMATING POPULATION PARAMETERS

Example An economics researcher is collecting data about grocery store
employees in a county. The data listed below represents a
random sample of the number of hours worked by 30
employees from several grocery stores in the county. Find a

point estimate of the population mean .

Since the sample mean of the data is

Yx 867 iz

X =—=——= 289 :

* n 30 28

then the point estimate for the mean number of 32

46

hours worked by grocery store employees in this 1

county is 28.9 hours.

iy
22
22
20

36

32
28
243
35
36

31
253
22
22

%
32

MNumber of hours

28
21
26
184
22

28
40
24
45
19



ESTIMATING POPULATION PARAMETERS

* An interval estimate is an interval, or range of values, used to estimate a
population parameter.
* To form an interval estimate, use the point estimate as the center of the

interval, and then add and subtract a margin of error.

» Before finding a margin of error for an interval estimate, you should first
determine how confident you need to be that your interval estimate

contains the population mean.



ESTIMATING POPULATION PARAMETERS

 The level of confidence c is the probability that the interval estimate
contains the population parameter, assuming that the estimation
process is repeated many times.

* From the Central Limit Theorem that when n = 30 or the population
is normal, the sampling distribution of sample means is a normal

distribution.

* The level of confidence c is the area under the standard normal curve

between the critical values, —z. and z..



ESTIMATING POPULATION PARAMETERS

The level of confidence c is the area under the standard normal curve

between the critical values, —z,. and z,.

Critical values are values that separate sample
statistics that are probable from sample statistics
that are improbable, or unusual.

In this course, you will usually use 90%, 95%, and
999% levels of confidence. Here are the z —scores
that correspond to these levels of confidence.

3(1-0)

_ZC 0

Level of
Confidence

90%
95%
99%

C

(-0

1.645
1.96
2 575



ESTIMATING POPULATION PARAMETERS

Example Find the critical value z,. necessary to construct a confidence
interval at the level of confidence:

1- : ¢
O 97% =097 TC = Ozﬁ = 0.0150 2z, =2.17
z 09 08 07 06 05 04 .03 .02 01 00

—34 | D002 0003 0003 0003 0003 0003 0003 0003 0003 0003 %(1—c)
= L0 3 S0 A0 L0004 LI JHDO L0004 LGOS 005 LIS
— Jud 0045 0005 0005 L00E 0306 L0006 L0008 0006 D007 L0ay
=31 00ay 0007 D008 0008 0008 L0005 2009 0009 D009 0010

710

=30 | OOI0 0010 0011 L0077 0011 0012 0012 0013 0013 0013 —Z. 0 Zz
—29 | o014 0014 0015 0015 0016 0016 0017 0018 0018 0019
—2.8 | o019 0020 0021 0027 L0032 0023 0023 0024 0025 0026 Level of
-2 D026 0027 L0028 L0249 L0320 B3 032 0033 024 O35 2
—2.6 | 0036 0037 0038 0039 0040 0041 0043 0044 0045 0047 Confidence 2
—25 | oode o049 0OST 0057 0054 ODSS D057 0059 0060 0062 —
i
—24 | o064 o056 0062  00EY 0071 0073 DO75.  OD7E  .00BO 008D 90% 1.645
—2.3 | ooB4  0Q0DEBF 0089 0091 0094 0096 0099 0102 0104 9107 95% 1.96

— 2.2 0110 0113 0116 0114 D122 0125 0129 2132 0136 0139
-2.1 0143 0146 @ 0154 0158 0162 Dise 0170 D174 0179 99% 2.575




ESTIMATING POPULATION PARAMETERS

Example Find the critical value z,. necessary to construct a confidence
interval at the level of confidence:

1—c 02 :
© 80% =080 TC - 02_0 = 0.1000 z. = 1.28
Zz L8 D8 A7 D6 05 04 03 2 A1 00

—-3.4 0002 0003 0003 L0003 0003 0003 0003 0003 0003 0003
—33 | 0003 0004 0004 0004 0004 0004 0004 0005 0005 0005
- 3.2 0005 D005 005 D006 Q006 008G D006 L0006 0007 0007
= 3.1 007 D007 D05 D008 L0008 D008 L0009 0009 2009 L0010
- 3.0 L0010 000 0011 L0711 0011 0012 Loz 0oz L0013 0m3 —Z: 0 Zc

3(1-0) 710

wosa  Level of

thee 17T

— Nar RTFRY; RTE T U384 IEL V] 401 2405 D418 0427 2436 0446 Cﬂ'nﬁ dEI‘IEE fg
—-1.6 455 D4a5 475 485 J485 A505 D516 O52a D537 548 il
—-1.5 | 0558 0571 0582 0594 0606 0618 0630 0643 0655 0688 Q0% 1.645
= 1.4 SIBET L8054 SR W72 1735 0749 A7 04 1B 593 L1088 95% ,.I EE‘
—-1.3 0823 LNE38 OB53 DB6L JBBES 0801 D918 05924 0051 05968 5

-1.2 QoD 020 1038 1056 1075 1093 112 1131 151 999% LA



ESTIMATING POPULATION PARAMETERS

Example Find the critical value z,. necessary to construct a confidence
interval at the level of confidence:

1-c 01
€ 90% c=090 210 50500

2 2
z .09 .08 07 .06 05 04 .03 02 01 .00
-3.4 | 0002 0003 0003 0003 0003 0003 0003 0003 0003 0003
—3.3 L0035 L0004 L0044 004 D004 L0004 L004 005 L0005 D005
—-3.2 | 0005 0005 0005 0006 0006 0006 D006 0006 0007 0007
-31 | .0007 0007 0002 0002 0008 0008 0009 0009 0009 L0010
am= onpa Level of
Confidence Z,

- e e — - TT L e
-1.7 | 0367 0375 0384 0392 0401 0409 0418 0427 0436 0446 Q0% 1.645
—1.6 | 0455 0465 0475 0485 0516 0526 0537 0548 -
—15 | 0559 0571 0582 0504 0806 OB1E 0630 0843 0855 oces IO 70 1.96
-1.4 | 0881 0694 0708 0721 0735 0749 0764 0778 0793 osos 999 2 K7H



ESTIMATING POPULATION PARAMETERS

Example Find the critical value z,. necessary to construct a confidence

interval at the level of confidence:

1.65 + 1.64 c
) 90% c=090 z = > = 1.645
3(1-0) 710
z .09 .08 07 .06 05 04 .03 02 01 .00
-3.4 | 0002 0003 0003 0003 0003 0003 0003 0003 0003 0003
—3.3 L0035 L0004 L0044 004 D004 L0004 L004 005 L0005 D005 —z. 0 Z,
—-32 | .0005 0005 0005 0005  .0006 0006 0006 0006 0007  .0007F
-31 | .0007 0007 0002 0002 0008 0008 0009 0009 0009 L0010
el am= onpa Level of
Confidence Z,
- e i — e TT i e
-1.7 | 0367 0375 0384 0392 0401 0409 0418 0427 0436 0446 Q0% 1.645
—1.6 | 0455 0465 0475 0485 0516 0526 0537 0548 "
—15 | 0559 0571 0582 0504 0806 OB1E 0630 0843 0855 oces IO 70 1.96
-1.4 | 0881 0694 0708 0721 0735 0749 0764 0778 0793 osos 999 2 K7H



ESTIMATING POPULATION PARAMETERS

The difference between the point estimate and the actual parameter

value is called the sampling error.

The sampling error of the mean is x — u.

In most cases, u is unknown, and X varies from sample to sample.

You can calculate a maximum value for the error when you know the

level of confidence and the sampling distribution.



ESTIMATING POPULATION PARAMETERS

 Given a level of confidence ¢, the margin of error E is the greatest
possible distance between the point estimate and the value of the
parameter it is estimating.

* For a population mean u where o is known, the margin of error is

o
FE=z.0.=2z. —
cCYX C\/—

n

when these conditions are met:

1. The sample is random.
2. At least one of the following is true: The population is normally

distributed or n = 30.



ESTIMATING POPULATION PARAMETERS

Example An economics researcher is collecting data about grocery store
employees in a county. The data listed below represents a random
sample of the number of hours worked by 30 employees from
several grocery stores in the county. Find a point estimate of the
population mean u. Number of hours

26 25 32 31 28 28

Use a 95% confidence level to find the margin of error = 5 i

285 22 21‘_%
for the mean number of hours worked by grocery store 32 22 25 22 25 24
employees. Assume the population standard deviationis 15 2 =2 3 5 7
7.9 hours.
5 79 x =289
E=z,—=196 X — ~ 2.83 c=79
“Vn V30

c = 0.95



CONFIDENCE INTERVALS FOR A POPULATION MEAN
* Using a point estimate and a margin of error, you can construct an
interval estimate of a population parameter.
* A c —confidence interval for a population mean u is
x—E<u<x+E
* The probability that the confidence interval contains u is ¢, assuming

that the estimation process is repeated many times.



CONFIDENCE INTERVALS FOR A POPULATION MEAN

Example A college admissions director wishes to estimate the mean age
of all students currently enrolled. In a random sample of 20
students, the mean age is found to be 22.9 years. From past
studies, the standard deviation is known to be 1.5 years, and the
population is normally distributed. Construct a 90% confidence
interval of the population mean age.

E ° 1645><1'5 0.6 X =229
=7, — = . _— . — .
“Vn V20 ¢ = 0.90

x—FE=229-0.6 =223

i 223 < u < 235 o =15
f+E=229+06=235

n =20



CONFIDENCE INTERVALS FOR A POPULATION MEAN

Example A college admissions director wishes to estimate the mean age
of all students currently enrolled. In a random sample of 20
students, the mean age is found to be 22.9 years. From past
studies, the standard deviation is known to be 1.5 years, and the
population is normally distributed. Construct a [90% confidence
interval of the population mean age. |

:

 “With 90% confidence, the mean is in the . |
interval (22.3,23.5)” T .

e This means that when many samples is -
collected and a confidence interval is created ! .

for each sample, approximately 90% of these - _

intervals will contain p. |



SAMPLE SIZE

 Given a ¢ —confidence level and a margin of error E, the minimum

sample size n needed to estimate the population mean u is
)
n =
E

* When o is unknown, you can estimate it using s, provided you have a

preliminary sample with at least 30 members.



SAMPLE SIZE

Example Determine the minimum sample size required when you want to
be 99% confident that the sample mean is within two units of
the population mean and o = 1.4. Assume the population is

normally distributed.

¢ = 0.99
z, = 2.575 ,
2 (2575 x 1.4
E=2 =(ZCG) _ ~ 3.25
=) = ()

o=14



FINITE POPULATION CORRECTION FACTOR

* In this section, you studied the construction of a confidence interval to
estimate a population mean when the population is large or infinite.
 When a population is finite, the formula that determines the standard

error of the mean o3 needs to be adjusted.
 If N is the size of the population and n is the size of the sample (where

n = 0.05N), then the standard error of the mean is

o |[N—n

VAN -1

Ox =




FINITE POPULATION CORRECTION FACTOR

 If N is the size of the population and n is the size of the sample (where

n = 0.05N), then the standard error of the mean is

o |[IN—n

VAN -1

O =

—n.

* The expression N1 S called the finite population correction factor.

 The margin of error is




FINITE POPULATION CORRECTION FACTOR

Example Use the finite population correction factor to construct the
confidence interval for the population mean given that

c=099 x=28.6 oc=49 N =200 n=25

v 4 A
z, = 2.575 25 > (0.05)(200)
E=z— x_? FT—E<u<x+E
vy 86—24<u<86+24
49 (200 - 25
= (2.575) 6.2<u<11.0
‘/ZSV 200 -1




Course: Biostatistics Lecture No: [8]

Confidence Intervals

Confidence Intervals for the Mean (o Unknown)



THE t —DISTRIBUTION

* In many real-life situations, the population standard deviation is
unknown.

 For a random variable that is normally distributed (or approximately
normally distributed), you can use a t —distribution.

e If the distribution of a random variable x is approximately normal, then
_i-u
~ s/\n

t

follows a t —distribution.

* Critical values of t are denoted by t,.



THE t —DISTRIBUTION

Here are several properties of the t —distribution.

I

The mean, median, and mode of the t —distribution are equal to O.
The t —distribution is bell-shaped and symmetric about the mean.
The total area under the t —distribution curve is equal to 1.

The tails in the t —distribution are “thicker” than those in the
standard normal distribution.

The standard deviation of the t —distribution varies with the sample

size, but it is greater than 1.



THE t —DISTRIBUTION

Here are several properties of the t —distribution.

6. The t —distribution is a family of curves, each determined by a
parameter called the degrees of freedom.

v' The degrees of freedom (d.f.) are the number of free choices left

1 —1
¥x=2 <2 0
[ ] 1

after a sample statistic such as X is calculated.




THE t —DISTRIBUTION

Here are several properties of the t —distribution.

6. The t —distribution is a family of curves, each determined by a
parameter called the degrees of freedom.
v' The degrees of freedom (d.f.) are the number of free choices left
after a sample statistic such as x is calculated.
v When you use a t —distribution to estimate a population mean,

the degrees of freedom are equal to one less than the sample size.

v d.f.=n-1



THE t —DISTRIBUTION
Here are several properties of the t —distribution.

7. As the degrees of freedom increase, the t —distribution approaches
the standard normal distribution. After 30 d.f., the t —distribution is

close to the standard normal distribution.

df =2 V4 Standard |

A | N
AL = 5—/ normal | NS
] carve | =

il



FINDING CRITICAL VALUES OF t

Example Find the critical value t. for a 95% confidence level when the
sample size is 15.

d.f.=15—1=14

Level of
confidence,c¢ | 0,80 0.90 0.95 0.98 0.99
c=095 t. = 2.145 Onetail, ¢ | 0.10 0.05 0.025 0.01 0.005
d.f. Two tails, « | 0.20 0.10 0.05 0.02 0.01
1 3078 6314 12706 31.821 63.657
2 | 1.886 2920 4303 6965 9.925
3 1.638 2353 3,182 4541 5.841
12 1356  1.782 2179 2681  3.055
13 | 1350 1771 2160 2650 3.012
14 1345 1761 (Q2.145) 2624 2977
15 134T 17Bx 203 226h2 2547
. 16 1337 1746 2120 2583  2.921
—t.==2.145 =2 145



CONFIDENCE INTERVALS AND t —DISTRIBUTIONS

Constructing a confidence interval for u when o is not known using
the t —distribution is like constructing a confidence interval for u
when o is known using the standard normal distribution.

Both use a point estimate X and a margin of error E.

When o is not known, the margin of error E is: E = t, \/_

Before using this formula, verify that the sample is random, and

either the population is normally distributed or n = 30.

Y (x—x)2

n—1

s is the sample standard deviation: s =



CONFIDENCE INTERVALS AND t —DISTRIBUTIONS

Example You randomly select 16 coffee shops and measure the
temperature of the coffee sold at each. The sample mean
temperature is 162.0°F with a sample standard deviation of
10.0°F. Construct a 95% confidence interval for the population
mean temperature of coffee sold. Assume the temperatures are
approximately normally distributed.

n=16
X =162
s =10
c =095



CONFIDENCE INTERVALS AND t —DISTRIBUTIONS

Example n = 16 x =162 s =10 c = 0.95 t. = 2.131
Level of

confidence,c | 0.80  0.90 0.98 099
B B 10.0 One tall, o 010 005 0.025 0.1 0.005
E= :{—Vr I 53, i e T o o e o
V16 1| 3078 6314 12706 31.821 63.657
2 1886 2920 4303 6965 9.925
f = E — ]_62 = 5.3 i 156“? 3 1638 2353 3.182 4,547 5.841
2 | 1356 1782 2179 2681 3055
¥4+ F =162 + 53 = 1673 13 1350 1771  20160¢ 2650 3012
g | | 1345 1761 Q145> 2624 2977
| 1341 1753 2131 2602 2947
156.7 < n < 167.3 6 | 1337 1746 2120 2583 2921

With 95% confidence, you can say that the population mean temperature of

coffee sold is between 156.7°F and 167.3°F.



CONFIDENCE INTERVALS AND t —DISTRIBUTIONS

The flowchart describes when to use the standard normal distribution and
when to use the t —distribution to construct a confidence interval for a

population mean.

Is ¢ known?

4 0

& <
[f either the population 1s If cither the population is
normally distributed or nn = 30, normally distributed or n = 30,
then use the standard normal then use the i-distribution with
distribution with E=t——  Section6.2

P T . Section 6.1 Vn o
vn and n — 1 degrees ol freedom.




Course: Biostatistics Lecture No: [9]

Confidence Intervals

Confidence Intervals for Population Proportions



POINT ESTIMATE FOR A POPULATION PROPORTION

* Recall that the probability of success in a single trial of a binomial
experiment is p.

* This probability is a population proportion.
* The point estimate for p, the population proportion of successes,
is given by the proportion of successes in a sample and is

denoted by

. X
P n

where x is the number of successes in the sample and n is the

sample size.



POINT ESTIMATE FOR A POPULATION PROPORTION

NOTE The point estimate for the population proportion of failures is
qg=1-0p.

Example In a survey of 1000 U.S. teens, 372 said that they own
smartphones. Find a point estimate for the population
proportion of U.S. teens who own smartphones.

72
Usingn = 1000 and x = 372:  p = % = 0.372 =37.2%

So, the point estimate for the population proportion of U.S. teens
who own smartphones is 37.2%.



CONFIDENCE INTERVALS FOR A POPULATION PROPORTION

* A ¢ —confidence interval for a population proportion p is
p—E<p<p+E
Where E = z, % , assuming that the estimation process is repeated
many times.
A binomial distribution can be approximated by a normal distribution

whennp = 5 and nqg = 5.



CONFIDENCE INTERVALS FOR A POPULATION PROPORTION

NOTE When np = 5, and ng = 5, the sampling distribution of p is

approximately normal with a mean of 5 = p and a standard

error of o = =
n



CONSTRUCTING A CONFIDENCE INTERVAL FOR P

Example

The figure is from a survey of 498 U.S.
adults. Construct a 99% confidence
interval for the population proportion
of U.S. adults who think that
teenagers are the more dangerous
drivers.

Who are the more dangerous drivers?
by S

- |
= T RaTEOIET R

n=498 p=0.71 4 =0.29
c =099 z,=2.575

np =498 x 0.71 = 353.58 = 5
ng =498 X 0.29 = 144.42 =5

54 0.71)(0.29
PA_ 5 575 |(071)00.29)
n \ 498




CONSTRUCTING A CONFIDENCE INTERVAL FOR P

Example

The figure is from a survey of 498 U.S.
adults. Construct a 99% confidence
interval for the population proportion
of U.S. adults who think that
teenagers are the more dangerous
drivers.

Who are the more dangerous drivers?

E = 0.052
p—E =071 —0.052 = 0.658
p+E =071+ 0.052 = 0.762

So, the 99% confidence interval
0.658 < p < 0.762



FINDING A MINIMUM SAMPLE SIZE

* Given a ¢ —confidence level and a margin of error E, the minimum

sample size n needed to estimate the population proportion p is

A A ZC 2
=i (%)

* This formula assumes that you have preliminary estimates of p and g.

If not, usep = 0.5and g = 0.5.



FINDING A MINIMUM SAMPLE SIZE

Example You are running a political campaign and wish to estimate, with
95% confidence, the population proportion of registered voters
who will vote for your candidate. Your estimate must be
accurate within 3% of the population proportion. Find the
minimum sample size needed when no preliminary estimate is
available.

Ze \° 1.96\’
n= ﬁ:}(f) = ((}.5)(0.5}(@) =~ 1067.11

Because n 1s a decimal, round up to the nearest whole number, 1068.



Course: Biostatistics Lecture No: [10]

Confidence Intervals

Confidence Intervals for Variance and Standard Deviation



THE CHI-SQUARE DISTRIBUTION

* In manufacturing, it is necessary to control the amount that a process
varies.

* Forinstance, an automobile part manufacturer must produce thousands
of parts to be used in the manufacturing process. It is important that the
parts vary little or not at all.

e How can you measure, and consequently control, the amount of
variation in the parts?

* You can start with a point estimate.



THE CHI-SQUARE DISTRIBUTION

* The point estimate for o2 is s and the point estimate for g is s.

e The most unbiased estimate for o2 is s2.

 |f a random variable x has a normal distribution, then the distribution

of

(n —1)s?
52

forms a chi-square distribution for samples of any sizen > 1.



THE CHI-SQUARE DISTRIBUTION

Here are several properties of the chi-square distribution.

1.
2.

All values of x? are greater than or equal to 0.

The chi-square distribution is a family of curves, each determined by
the degrees of freedom. To form a confidence interval for g, use the
chi-square distribution with degrees of freedom equal to one less
than the sample size. (d.f.=n — 1)

The total area under each chi-square distribution curve is equal to 1.
The chi-square distribution is positively skewed and therefore the

distribution is not symmetric.



THE CHI-SQUARE DISTRIBUTION

5. The chi-square distribution s
different for each number of
degrees of freedom. As the degrees
of freedom increase, the chi-square
distribution approaches a normal
distribution.




FINDING CRITICAL VALUES FOR CHI-SQUARE

e There are two critical values for each
level of confidence.
* The value y3 represents the right-tail

critical value and y? represents the

left-tail critical value.




FINDING CRITICAL VALUES FOR CHI-SQUARE

* Table 6 in Appendix B lists critical values of y? for various degrees of
freedom and areas.
* Each area listed in the top row of the table represents the region under

the chi-square curve to the right of the critical value.

A i




FINDING CRITICAL VALUES FOR CHI-SQUARE

Example Find the critical values x5 and x# for a 95% confidence
interval when the sample size is 18.

df. =18—-1=17
c = 0.95

Area to the right of x3 is 1; = '25 = 0.025

Area to the right of y? is 1;C = 1';95 = 0.975




FINDING CRITICAL VALUES FOR CHI-SQUARE

Example Find the critical values x5 and x# for a 95% confidence
interval when the sample size is 18.

d.f =17 Areato theright of y3is 0.025 Area to the right of x7 is 0.975

Degrees of | - _
freedom 10,995 0.99 0.975 0.95 0.90 0.10 0.05 0.025
1 | - = 0.001 0.004 0016 2706 3841 5.024 Xf=7_564
2 0010 0020 0051 0703 0211 4605 5991 7.378
3 _G.{]?E a.115 0216 0.352 0584 6,251 7.815 9. 348 2
¥2 = 30.191
15 4601 5229 6262 7.261 8547 22307 2499 27.488
16 5142 5812 8 7962 9312 23542 26296 28845
17 5697 6408 C 7564 ) 8672 10.085 24769 27.587C 30.191
18 6265 7.015 8I31% 9390 10865 25989 28869 3T526%

19 6844 7633 8907 110117 11.651 27204 30144 325852 |
20 |7434 8260 9591 [10.851 12443 28412 31410 34170 |
2/ 3 F

) 4



CONFIDENCE INTERVALS FOR o AND o

* You can use the critical values y? and y3 to construct confidence
intervals for a population variance and standard deviation.

* The best point estimate for the variance is s? and the best point
estimate for the standard deviation is s.

* Because the chi-square distribution is not symmetric, the confidence
interval for s? cannot be written as s + E.

* You must do separate calculations for the endpoints of the

confidence interval, as shown in the next definition.



CONFIDENCE INTERVALS FOR g% AND o

The ¢ —confidence intervals for the population variance and standard
deviation are shown.

Confidence Interval for o Confidence Interval for o
(n— 1)s o (n—1)s {;‘r(n —1)s* [(n = 1)s?
Xg Xp Xg Xr.

The probability that the confidence intervals contain g or ¢ is ¢, assuming
that the estimation process is repeated many times.

, _ Lx—x)°

NOTE s
n—1




CONFIDENCE INTERVALS FOR o AND o

Example You randomly select and weigh 30 samples of an allergy medicine.
The sample standard deviation is 1.20 milligrams. Assuming the

weights are normally distributed, construct 99% confidence
intervals for the population variance.

d.f. = 29
c = 0.99
Area to the right of x3 is 1; = 0'21 = 0.005

Area to the right of y? is 1;C = 1';99 = 0.995




CONFIDENCE INTERVALS FOR g% AND o

Example You randomly select and weigh 30 samples of an allergy medicine.
The sample standard deviation is 1.20 milligrams. Assuming the
weights are normally distributed, construct 99% confidence
intervals for the population variance.

Degrees of ¥
freedom | (0,995) 099 0975 095 090 0.0  0.05  0.025 001 (0.005
] 0001 0004 0016 2706 3.541 5.024 6.635 7.879

2 2014 0020 .05 0103 0211 4605 5991 7378 2210 10597
3 R 0115 216 .35 0,584 G.237 f813 2342 11345 12838
4 0207 0.297 484 0711 1.064 FETTs" g488 11143 13277 14880
5 0412 0.554 {831 1.145 1.alh 9236 11071 12833 15088 16730
25 10320 11524 13120 14611 16473 34382 37652 40640 44314 45928
26 11080 12198 13844 15379 17292 35563 38885 41923 45642 48290
27 11808 12879 14573 16151 18114 36741 400113 43194 45563 49645

12461 13565 15308 16328 16939 379216 41337 44461 45278 50993
14257 16047 17708 19768 35087 42557 45722 49588 @
30 13787 14954 16791 18493 20599 40256 43773 46979 50892 53472
40 20707 22064 24433 28500 29051 51805 55758 5934) 63691 66766




CONFIDENCE INTERVALS FOR o AND o

Example You randomly select and weigh 30 samples of an allergy medicine.
The sample standard deviation is 1.20 milligrams. Assuming the
weights are normally distributed, construct 99% confidence

intervals for the population variance.

(n—1s?  (29)(1.2)°

Left Endpoint —
X5 52.336

~ 0.80

(n—1)s? (29)(1.2)°

Right Endpoint = ~ 3.18
Sht =nep % 13.121

The confidence interval for d%is 0.80 < 0% < 3.18

¥? =13.121
¥2 = 52.336



Course: Biostatistics Lecture No: [11]

Hypothesis Testing with One Sample

Introduction to Hypothesis Testing



WHERE YOU'RE GOING

v In Chapter 6:

* You learned how to form a confidence interval to estimate a
population parameter, such as the proportion of people in
JORDAN who agree with a certain statement.

v" In this chapter:
* You will continue your study of inferential statistics.
e But now, instead of making an estimate about a population

parameter, you will learn how to test a claim about a parameter.



HYPOTHESIS TESTS

v A hypothesis test is a process that uses sample statistics to test a
claim about the value of a population parameter.

v Researchers in fields such as medicine, psychology, and business
rely on hypothesis testing to make informed decisions about new

medicines, treatments, and marketing strategies.



HYPOTHESIS TESTS

Example Consider a manufacturer that advertises its new hybrid car has a
mean gas mileage of 50 miles per gallon.
If you suspect that the mean mileage is not 50 miles per gallon,
how could you show that the advertisement is false?

* You cannot test all the vehicles.

* But you can still make a reasonable decision about the mean gas mileage
by taking a random sample from the population of vehicles and
measuring the mileage of each.

* If the sample mean differs enough from the advertisement’s mean, you

can decide that the advertisement is wrong.



HYPOTHESIS TESTS

Example Consider a manufacturer that advertises its new hybrid car has a
mean gas mileage of 50 miles per gallon.
If you suspect that the mean mileage is not 50 miles per gallon,
how could you show that the advertisement is false?

* To test that the mean gas mileage of all hybrid vehicles of this type is
1 = 50 miles per gallon, you take a random sample of n = 30 vehicles
and measure the mileage of each.

* You obtain a sample mean of x = 47 miles per gallon with a sample
standard deviation of s = 5.5 miles per gallon.

* Does this indicate that the manufacturer’s advertisement is false?



HYPOTHESIS TESTS

Example Consider a manufacturer that advertises its new hybrid car has a
mean gas mileage of 50 miles per gallon.
If you suspect that the mean mileage is not 50 miles per gallon,
how could you show that the advertisement is false?

 To decide, you do something unusual—you assume the advertisement
is correct! That is, you assume that u = 50.

 Then, you examine the sampling distribution of sample means (with
n = 30) taken from a population in which u = 50 and ¢ = 5.5.

* From the Central Limit Theorem, you know this sampling distribution

. : 5.5
is normal with a mean of 50 and standard errorof oz = —== 1

V30



HYPOTHESIS TESTS

Example Consider a manufacturer that advertises its new hybrid car has a
mean gas mileage of 50 miles per gallon.
If you suspect that the mean mileage is not 50 miles per gallon,
how could you show that the advertisement is false?

¢« SOP(X<47)=P (z < ‘”150) — P(z < —3) = 0.0013.

 Thisis an unusual event! Because

47 — 50
P(xS47):P(ZS o T

* Your assumption that the company’s advertisement is correct has led
you to an improbable result.

) = P(z < —0.55) = 0.2912



HYPOTHESIS TESTS

Example Consider a manufacturer that advertises its new hybrid car has a
mean gas mileage of 50 miles per gallon.
If you suspect that the mean mileage is not 50 miles per gallon,
how could you show that the advertisement is false?

e So, either you had a very unusual sample, or the advertisement is
probably false.

 The logical conclusion is that the advertisement is probably false.



STATING A HYPOTHESIS

A statement about a population parameter is called a statistical

hypothesis.

 To test a population parameter, you should carefully state a pair of
hypotheses; one that represents the claim and the other, its
complement.

 When one of these hypotheses is false, the other must be true.

e Either hypothesis, the null hypothesis or the alternative hypothesis,

may represent the original claim.



STATING A HYPOTHESIS

* A null hypothesis Hy is a statistical hypothesis that contains a
statement of equality, such as <, =, or 2.

* The alternative hypothesis H, is the complement of the null
hypothesis. It is a statement that must be true if Hy is false and it
contains a statement of strict inequality, such as >, #, or <.

* The symbol Hy is read as “H sub-zero” or “H naught” and H, is read

as “H sub-a.”



STATING A HYPOTHESIS

To write the null and alternative hypotheses, translate the claim made

about the population parameter from a verbal statement to a

mathematical statement.

* Then, write its complement.

HO . ,U.Sk HO . ‘u,=k HO . /,t>k
H, : u>k H, : u+k H, : u<k



STATING A HYPOTHESIS

Verbal Verbal
Statement H, Mathematical Statement H,
The mean is . . . Statements The mean is . ..
. greater than or equal to k. Hyp = k ... less than k.
. at least K. . below k.
Hpu <k

. not less than k. .. fewer than k.

. greater than k.

Aess than or equal to k. Ho = k
. at most k. { . above k.
. hot more than k. Hip > k . more than k.
.. equal to k. R ... hot equal to k.
oLk {H{]' =ik . different from k.
. exactly k. He o7k . hot k.



STATING THE NULL AND ALTERNATIVE HYPOTHESES

Example Write the claim as a mathematical statement. State the null

and alternative hypotheses and identify which represents the
claim.

1. A school publicizes ((A=) that the proportion of its
students who are involved in at least one
extracurricular activity (e e blL&) s 61%,

Hy, : p=0.61 (CLAIM)
H, : p+#0.61



STATING THE NULL AND ALTERNATIVE HYPOTHESES

Example Write the claim as a mathematical statement. State the null

and alternative hypotheses and identify which represents the
claim.

2. A car dealership announces that the mean time
for an oil change is less than 15 minutes.

HO . = 15
H, : u<15 (CLAIM)



STATING THE NULL AND ALTERNATIVE HYPOTHESES

Example Write the claim as a mathematical statement. State the null

and alternative hypotheses and identify which represents the
claim.

3. A company advertises that the mean life of its
furnaces (0'_#Y)) is more than 18 years.

HO N < 18
H, : u>18 (CLAIM)



TYPES OF ERRORS AND LEVEL OF SIGNIFICANCE

 No matter which hypothesis represents the claim, you always begin a
hypothesis test by assuming that the equality condition in the null
hypothesis is true.

* So, when you perform a hypothesis test, you make one of two
decisions:

1. reject the null hypothesis, or

2. fail to reject the null hypothesis.



TYPES OF ERRORS AND LEVEL OF SIGNIFICANCE
e Because your decision is based on a sample rather than the
entire population, there is always the possibility you will make

the wrong decision.

* You might reject a null hypothesis when it is actually true.

* Or, you might fail to reject a null hypothesis when it is actually

false.



TYPES OF ERRORS AND LEVEL OF SIGNIFICANCE

A type | error occurs if the null hypothesis is rejected when

itis true.

A type Il error occurs if the null hypothesis is not rejected

when it is false.

Truth of H

Decision

H, is truoe.

H, is false.

Do not reject Hy,

Correct decision

Type II error

Reject H,,.

Type I error

Correct decision




TYPES OF ERRORS AND LEVEL OF SIGNIFICANCE

Example The U.S. Department of Agriculture limit for salmonella
contamination (<&s5) for chicken is 20%. A meat inspector
(s~ 584) reports that the chicken produced by a company
exceeds the USDA limit. You perform a hypothesis test to
determine whether the meat inspector’s claim is true. When
will a type | or type Il error occur? Which error is more serious?

A type | error will occur when the actual proportion of
contaminated chicken is less than or equal to 0.2, but you reject Hy,.
A type Il error will occur when the actual proportion of

contaminated chicken is greater than 0.2, but you do not reject Hy,.



TYPES OF ERRORS AND LEVEL OF SIGNIFICANCE

Example The U.S. Department of Agriculture limit for salmonella
contamination (<&s5) for chicken is 20%. A meat inspector
(s~ 584) reports that the chicken produced by a company
exceeds the USDA limit. You perform a hypothesis test to
determine whether the meat inspector’s claim is true. When
will a type | or type Il error occur? Which error is more serious?

 With a type | error, you might create a health scare and hurt the sales
of chicken producers who were actually meeting the USDA limits.

 With a type Il error, you could be allowing chicken that exceeded the
USDA contamination limit to be sold to consumers.

A type Il error is more serious because it could result in sickness or
even death.



LEVEL OF SIGNIFICANCE

* You will reject the null hypothesis when the sample statistic from the
sampling distribution is unusual.

* When statistical tests are used, an unusual event is sometimes required
to have a probability of 0.10 or less, 0.05 or less, or 0.01 or less.

 Because there is variation from sample to sample, there is always a
possibility that you will reject a null hypothesis when it is actually true.

* You can decrease the probability of this happening by lowering the level

of significance.



LEVEL OF SIGNIFICANCE

In a hypothesis test, the level of significance is your maximum
allowable probability of making a type | error. It is denoted by «.

By setting the level of significance at a small value, you are saying
that you want the probability of rejecting a true null hypothesis to be
small.

Three commonly used levels of significance are a = 0.10, a = 0.05,

and ¢ = 0.01.



LEVEL OF SIGNIFICANCE

* The probability of a type Il error is denoted by £.

 When you decrease a (the maximum allowable probability of making a
type | error), you are likely to be increasing [5.

* Thevalue 1 — f is called the power of the test.

* It represents the probability of rejecting the null hypothesis when it is

false.

The value of the power is difficult (and sometimes impossible) to find in

most cases.



STATISTICAL TESTS AND P —VALUES

» After stating the null and alternative hypotheses and specifying the
level of significance, the next step in a hypothesis test is to obtain a
random sample from the population and calculate the sample
statistic (such as X, P, or s%) corresponding to the parameter in the
null hypothesis (such as u, p, or a2).

* This sample statistic is called the test statistic.



STATISTICAL TESTS AND P —VALUES

* With the assumption that the null hypothesis is true, the test statistic
is then converted to a standardized test statistic, such as z, t, or x?.

* The standardized test statistic is used in making the decision about

the null hypothesis.

Population Test Standardized
parameter @ statistic test statistic
L X z (Section 7.2, o known),

t (Section 7.3, o unknown)

p p z (Section 7.4)

I

o° s x? (Section 7.5)




STATISTICAL TESTS AND P —VALUES

v If the null hypothesis is true, then a P —value (or probability value) of a
hypothesis test is the probability of obtaining a sample statistic with a
value as extreme or more extreme than the one determined from the

sample data.

v" The P —value of a hypothesis test depends on the nature of the test.



STATISTICAL TESTS AND P —VALUES

v' There are three types of hypothesis tests—left-tailed, right-tailed, and
two-tailed.

v' The type of test depends on the location of the region of the sampling
distribution that favors a rejection of Hj.

v’ This region is indicated by the alternative hypothesis.



STATISTICAL TESTS AND P —VALUES

L. If the alternative hypothesis H, contains the less-than inequality symbol
(<), then the hypothesis test is a left-tailed test.

P is the area to

Hy =k the left of the
Hpyp<k standardized

test statistic.

i Z ]
= Sy 0 ! 2 3
Standardized test statistic

Left-Tailed Test



STATISTICAL TESTS AND P —VALUES

2. If the alternative hypothesis H, contains the greater-than inequality symbol
(=), then the hypothesis test is a right-tailed test.

P is the area to
the right of the

standardized
lesl statisiic.

Hyp=k
H:u=k

|
1 | | | |
- 5 = 0 s 3

Standardized test statistic

Right-Tailed Test



STATISTICAL TESTS AND P —VALUES

3. If the alternative hypothesis H, contains the not-equal-to symbol (+#
then the hypulhu-,r-. test 1s a two-tailed test. In a two-tailed test, each tail
has an area of —P

H.:p=k The area to the left The area to the right
H{J' o of the negative of the positive
& standardized standardized
test statistic is 3P, test statistic is L P,

¥ 0 v /2 3

Standardized test statistic Standardized test statistic

Two-Tailed Test



STATISTICAL TESTS AND P —VALUES

e The smaller the P —value of the test, the more evidence there is to
reject the null hypothesis.

 Averysmall P —value indicates an unusual event.

e Remember that even a very low P —value does not constitute proof

(Suls JSi) that the null hypothesis is false, only that it is probably false.



MAKING A DECISION AND INTERPRETING THE DECISION

DECISION RULE BASED ON P-VALUE

To use a P —value to make a decision in a hypothesis test, compare the

P —value with «.
1. If P < a, then reject H,,.

2. If P > a, then fail to reject Hj.



MAKING A DECISION AND INTERPRETING THE DECISION

The table will help you interpret your decision.

Claim
Decision Claim is H),. Claim is H,,
| Reject H,, There is enough evidence | There 1s enough evidence Lo
to reject the claim. support the claim.
Fail to reject H,. | There 1s not enough There 1s not enough evidence

evidence to reject the claim. | to support the claim.



STEPS FOR HYPOTHESIS TESTING

1. State the claim mathematically and verbally. Identify the null and
alternative hypotheses.

H“: 'y H”: /s
2. Specity the level of significance.

I = ?

3. Determine the standardized

sampling distribution and sketch
its graph.

This sampling distribution
is based on the assumplion
that H, 1s true.

.

()




STEPS FOR HYPOTHESIS TESTING

4. Calculate the test statistic and its
corresponding standardized test
statistic. Add it to your sketch.

5. Find the P-value.

6. Use this deaision rule.

AN

|
0

Standardized test statistie



STEPS FOR HYPOTHESIS TESTING

Is the P-value less than or
equal to the level of No Fail to reject H,.
significance?

Yes

Reject H,,.

7. Write a statement to interpret the decision in the context of the original
claim.



Course: Biostatistics Lecture No: [13]

Hypothesis Testing with One Sample

Hypothesis Testing for the Mean (o Known)



USING P-VALUES TO MAKE DECISIONS

DECISION RULE BASED ON P-VALUE

To use a P —value to make a decision in a hypothesis test, compare the

P —value with «.
1. If P < a, then reject H,,.

2. If P > a, then fail to reject Hj.



USING P —VALUES TO MAKE DECISIONS

Example The P —value for a hypothesis test is P = 0.0237. What is
your decision when the level of significance is

1. a=0.05

Because 0.0237 < 0.05, you reject the null hypothesis.
2 a=0.01

Because 0.0237 > 0.01, you fail to reject the null

hypothesis.



USING P —VALUES TO MAKE DECISIONS

FINDING THE P-VALUE FOR A HYPOTHESIS TEST

After determining the hypothesis test’s standardized test statistic and the
standardized test statistic’s corresponding area, do one of the following to
find the P —value.

* For aleft-tailed test, P = (Area in left tail).

* For aright-tailed test, P = (Area in right tail).

* For atwo-tailed test, P = 2(Area in tail of standardized test statistic).



USING P —VALUES TO MAKE DECISIONS

Example Find the P —value for a left-tailed hypothesis test with a

standardized test statistic of z = —2.23. Decide whether to
reject Hy when the level of significance is a = 0.01.

The area to the left
P = P(Z < —2.23) = 0.0129

of z=—-2.23 1%
P =0.0129,

Because the P —value of 0.0129

is greater than 0.01, you fail to
reject H,.

() I

[l e
el



USING P —VALUES TO MAKE DECISIONS

Example Find the P —value for a two-tailed hypothesis test with a
standardized test statistic of z = 2.14. Decide whether to reject
H, when the level of significance is « = 0.05.

The area to the right
P = ZP(Z < —2_14) of z=2.14 15 0.0162, s0
— 2(00162) — 0.0324 P=200.0162)=0.0324.

Because the P —value of 0.0324
is less than 0.05, you reject H.




USING P —VALUES FOR A z —TEST

* The z —test for a mean u is a statistical test for a population mean.

* The test statistic is the sample mean x.

X—l
a/Vn

e The standardized test statistic is z = when these conditions are met.

v" The sample is random.
v' At least one of the following is true: The population is normally
distributed or n = 30.

* Recall that o/+/n is the standard error of the mean, o5.



USING P —VALUES FOR A z —TEST

Using P-Values for a z-Test for a Mean g (o Known)

TEY S laleclaTs MY =AY ¥YiIaTall =
| \WOWE CVIMME {
1IN YWuhlRUo I o YIVIDUILDS

1. Verily that o 1s known, the
sample is random, and either the
population 1s normally distributed
or n = 30.

2. State the claim mathematically State Hy and H,.
and verbally. Identify the null
and alternative hypotheses.

3. Specity the level of significance. Identify «.



USING P —VALUES FOR A z —TEST

¥i—
4. Find the standardized test statistic. Z= " =
o/ Vi
5. Find the area that corresponds to z. Use Table 4 in
Appendix B.

6. Find the P-value,
a. For a left-tailed test, P = ( Area in left tail ).
b. For a right-tailed test, P = ( Area in right tail ).

c. For a two-tailed test, P — 2( Area in tail of standardized test statistic).

7. Make a decision to reject or fail If P = a, then reject H,
to reject the null hypothesis. Otherwise, fail to
reject H,.

8. Interpret the decision in the
context ol the original claim.,



HYPOTHESIS TESTING USING A P —VALUE

Example In auto racing, a pit stop is where a racing vehicle stops for new
tires, fuel, repairs, and other mechanical adjustments. The
efficiency of a pit crew that makes these adjustments can affect
the outcome of a race. A pit crew claims that its mean pit stop
time (for 4 new tires and fuel) is less than 13 seconds. A random
sample of 32 pit stop times has a sample mean of 12.9 seconds.
Assume the population standard deviation is 0.19 second. Is there
enough evidence to support the claim at @« = 0.01? Use a P
—value.

Claim Mean pit stop time is u=13 x =
less than 13 seconds n=32 o



HYPOTHESIS TESTING USING A P —VALUE

Example Claim Mean pit stop time is H, u=13
less than 13 seconds —~>H, : u<13

(Left Tailed)

S—

u=13 x¥=129 a=001

n=32 o¢=0.19

The area to the lefi
) .. of 7=—-2.981s
The standardized test statistic is

P=0.0014,
X—u 129-13
= = ~ —2.98
o/yn  0.19//32

Z

# P —value = P(z < —2.98) = 0.0014

|
[
froge



HYPOTHESIS TESTING USING A P —VALUE

Example Claim Mean pit stop time is Hy : u=13
less than 13 seconds ~~—— —~>H, : u<13
P —value = 0.0014 «a = 0.01 (Left Tailed)

The area to the lefi

Since 0.0014 < 0.01 we reject Hy |ofz=-2.981s
P =0.0014.

There is enough evidence at the 1% level
of significance to support the claim that
the mean pit stop time is less than 13 a
seconds.

I
I
L =
|
[
froge
g



HYPOTHESIS TESTING USING A P —VALUE

Example According to a study, the mean cost of bariatric (weight loss)
surgery is $21,500. You think this information is incorrect. You
randomly select 25 bariatric surgery patients and find that the
mean cost for their surgeries is $20,695. From past studies, the
population standard deviation is known to be $2250 and the
population is normally distributed. Is there enough evidence to
support your claim at « = 0.05? Use a P —value.

Claim Mean cost of bariatric  y = 21500 x =20695 a = 0.05

(weight loss) surgery , _ ot o= 2250
is not $21,500



HYPOTHESIS TESTING USING A P —VALUE

Example Claim Mean cost of bariatric

(weight loss) surgery —
is not $21,500

H, : u=21500
—>H, : u% 21500

(Two Tailed)
u=21500 x = 20695 a =0.05
n = 25 o= 2250 The area to the lett of
z=—1.7915 0.0367, so
The standardized test statistic is P =2(0.0367) = 0.0734.

_f—,u_20695—21500 179
o/\n 2250//25 |
. P —value = 2P(z < —1.79)

= 2(0.0367)
= 0.0734

Z




HYPOTHESIS TESTING USING A P —VALUE

Example Claim Mean cost of bariatric Hy : p=21500
(weight loss) surgery — —>H, : wu# 21500
is not $21,500 .
(Two Tailed)

P —value = 0.0734 «a = 0.05

The area to the lett of

Since 0.0734 > 0.05 we fail to E]=—2'~?9;5~'0-ﬂ36?, 9;1
reject HO P =2(0.0367) =0.0734.

There is not enough evidence at the 5%
level of significance to support the claim
that the mean cost of bariatric surgery is
different from $21,500.




REJECTION REGIONS AND CRITICAL VALUES

 Another method to decide whether to reject the null hypothesis is to
determine whether the standardized test statistic falls within a range
of values called the rejection region of the sampling distribution.

* A rejection region (or critical region) of the sampling distribution is
the range of values for which the null hypothesis is not probable.

 If a standardized test statistic falls in this region, then the null
hypothesis is rejected.

A critical value z, separates the rejection region from the

nonrejection region.



REJECTION REGIONS AND CRITICAL VALUES

Finding Critical Values in the Standard Normal Distribution
1. Speaiv the level of signiticance e
2. Dafermine whether the test is left-tailed, nght-tailed, or two-tailed.
3. Fiod the oritical value(s) z,. When the hvpathesis test is
a, fefi-tailed, hind the z-soore that corresponds 9 an acea of o,
b, righi-taifea, fnd the z-score that corresponds o ao area of 1 — o
¢ twe-taifed, find the z-scores that correspond to %-ﬂ: and 1 — 5o

4. Sketeh the standard riormal distribotion, Draw a vertical lione at cach oritieal
value and shads the rejection regionis).



REJECTION REGIONS AND CRITICAL VALUES

1 <

Left-Tailed Test Right-Tailed Test Two-Tailed Test

Example Find the critical value and rejection region for a left-tailed test
with a = 0.01.

In Table 4, the z —score that is closest to an i
area of 0.01 is —2.33. So, the critical value is z, = k"
= —2.33. The rejection region is to the left of

-:1'/-; 00 1 2 3

=

this critical value. z,=—2.33



REJECTION REGIONS AND CRITICAL VALUES

z .09 .08 .07 .06 .05 .04 .03 .02 01 .00
=34 | .0002 0003 0003 0003 0003 0003 0003 0003 0003 0003
—3.3 | .0003 0004 0004 0004 0004 0004 0004 0005 0005 0005
—3.2 | .0005 0005 0005 L0006 0006 0006 0006 0006 0007 0007
—3.1 0007 0007 0008 0008 0008 L0008 0009 0009 0009 0010
—3.0 | .0010 0010 0011 0011 0011 0012 0012 0013 0013 0013
—-29 | 0014 0014 0015 0015 0016 0016 0017 0018 0018 007149
—2.8 | 0079 0020 0027 0027 0022 0023 0023 0024 0025 0026
—2.7 | 0026 0027 0028 0029 0030 0031 0032 0033 0034 0035
—2.6 | 0036 0037 0038 0039 0040 00417 0043 0044 0045 0047
—2.5 | 0048 0049 0051 0052 0054 0055 0057 0059 0060 0062
—2.4 | .0064 0066 0068 0069 L0071 0073 0075 0078 0080 0082
—2.3 | .0084 0087 0089 0091 0094 0096 0099 0102 0104 0107
-2.2 | 0170 07113 0116 0119 0122 0125 0129 0132 0136 0139
— 4.1 0143 0146 0150 0154 L0158 0162 0166 0170 0174 0179
—-2.0 | 0183 0188 0192 0197 0202 0207 0212 0217 0222 0228
=19 | 0233 0239 0244 0250 0256 0262 0268 0274 0281 0287




REJECTION REGIONS AND CRITICAL VALUES

z .09 .08 07 .06 .05 04 .03 02 01 .00
—3.4 L0002 0003 0003 0003 0003 0003 0003 0003 0003 0003
—3.3 0003 0004 0004 0004 0004 0004 0004 0005 0005 0005
—3.2 0005 0005 0005 L0006 0006 0006 0006 0006 0007 0007
—3] L0007 0007 L0008 0008 0008 0008 0009 0009 0009 0010
—3.0 0010 0010 0011 L0011 0011 0012 0012 0013 0013 0013
—-29 oot4 ao14 0015 0015 0a16 0016 0017 0018 0018 0019
- 2.8 L0019 0020 0027 0021 0022 0023 0023 0024 0025 0026
— 2.7 0026 0027 0028 0029 0030 0037 0032 0033 0034 0035
— 2.6 0036 0037 0038 0039 0040 0047 0043 0044 0045 0047
—2.5 0048 0049 0057 0052 0054 0055 L0057 0059 0060 0062
—-2.4 L0064 L0066 L0068 L0069 0071 0073 0075 0078 D080 0082
—2.3 0084 0087 0089 0091 0094 0096 0099 0102 0104 0107
—2.2 0110 0113 0116 0119 0122 0125 0129 0132 0136 0139
—2.1 0143 0146 0150 0154 0158 L0162 L0166 0170 0174 0179
- 2.0 0183 0188 0192 L0197 0202 0207 0212 0217 0222 0228
—1.9 0233 0239 0244 0250 0256 0262 0268 0274 0281 0287




USING REJECTION REGIONS FOR A z —TEST

To use a rejection region to conduct a hypothesis test, calculate the standardized
lest statistic z. Il the standardized test statistic

1. isin the rejection region, then reject H,.
2. is not in the rejection region, then fail to reject H,,.

Lail to reject {4, Lail to reject 14, Fail Lo reject H,,.

% chcl;:lt 11, 2> gy Reject ff,, z<-z, Rr_is:clt AT z >z, Reject 4,

Left-Tailed Test Right-Tailed Test Two-Tailed Test



USING REJECTION REGIONS FOR A z —TEST

Using Rejection Regions for a z-Test for a Mean p (¢ Known)
IN WORDS IN SYMBOLS
1. Vernly that o 1s known, the
sample is random, and either the
population is normally distributed
or n = 30,

2. State the claim mathematically State H, and H_..
and verbally. Identifly the null
and alternative hypotheses.

3. Specity the level of significance. Identify a.

4. Determine the critical value(s). Use Table 4 in Appendix B.

5. Determine the rejection region(s).



USING REJECTION REGIONS FOR A z —TEST

6. Find the standardized test statistic
and sketch the sampling distribution.

7. Make a decision to reject or fail to
reject the null hypothesis.

8. Interpret the decision in the context
ol the original claim.

X —
o/ Vn
[T z 1s in the rejection region,

then reject H,. Otherwise,
fail to reject H,,.

&



USING REJECTION REGIONS FOR A z —TEST

Example Employees at a construction and mining company claim that the
mean salary of the company’s mechanical engineers is less than
that of one of its competitors, which is $68,000. A random sample
of 20 of the company’s mechanical engineers has a mean salary of
$66,900. Assume the population standard deviation is $5500 and
the population is normally distributed. At a = 0.05, test the
employees’ claim.

The claim is “the mean salary is less than
$68,000.” So, the null and alternative Hy, : u= 68000

hypotheses can be written as H, : 1<68000 (Claim)



USING REJECTION REGIONS FOR A z —TEST

Example Employees at a construction and mining company claim that the
mean salary of the company’s mechanical engineers is less than
that of one of its competitors, which is $68,000. A random sample
of 20 of the company’s mechanical engineers has a mean salary of
$66,900. Assume the population standard deviation is $5500 and
the population is normally distributed. At a = 0.05, test the

employees’ claim. 1 = 68000

Hy : u=68000 o = 5500

H, : u<68000 (Claim) X = 66900
n =20

a = 0.05



USING REJECTION REGIONS FOR A z —TEST

Example H, : pu=68000 pu = 63000 n =20
H, : pu<68000 (Claim) o = 5500 a = 0.05
X = 66900

Because the test is a left-tailed test and the
level of significance is a = 0.05, the critical
value is z; = —1.645 and the rejection region

is z < —1.645. i

o = 0.05
The standardized test statistic is )/
\




USING REJECTION REGIONS FOR A z —TEST

Example H, : pu=68000 pu = 63000 n =20
H, : pu<68000 (Claim) o = 5500 a = 0.05
X = 66900

The standardized test statistic is
B X—U B 66900 — 68000 29
o/\n 5500/v20 | — o = 0.5

Because z is not in the rejection region, you fail
to reject the null hypothesis.

Z

o = 0.05

There is not enough evidence at the 5% level of /\‘n/

-7

significance to support the employees’ claim 2 N i l 2
that the mean salary is less than $68,000. Zg=—1.645




USING REJECTION REGIONS FOR A z —TEST

Example A researcher claims that the mean annual cost of raising a child
(age 2 and under) by husband-wife families in the U.S. is $13,960.
In a random sample of husband-wife families in the U.S., the
mean annual cost of raising a child (age 2 and under) is $13,725.
The sample consists of 500 children. Assume the population
standard deviation is $2345. At o = 0.10, is there enough
evidence to reject the claim?

The claim is “the mean annual cost Hy : u=13960 (Claim)
of raising a child (age 2 and under) H, : u+13960

by husband-wife families in the U.S.

is $13,960.”



USING REJECTION REGIONS FOR A z —TEST

Example A researcher claims that the mean annual cost of raising a child
(age 2 and under) by husband-wife families in the U.S. is $13,960.
In a random sample of husband-wife families in the U.S., the
mean annual cost of raising a child (age 2 and under) is $13,725.
The sample consists of 500 children. Assume the population
standard deviation is $2345. At o = 0.10, is there enough
evidence to reject the claim?

u = 13960
Hy : p=13960 (Claim) o = 2345
H, : p# 13960 7 = 13725
n =500

a = 0.10



USING REJECTION REGIONS FOR A z —TEST

Example H, : p=13960 (Claim) #=13960 n=2500
Hy : pu#13960 o = 2345 a = 0.10

x = 13725

Because the test is a two-tailed test and
the level of significance is @ = 0.10, the
critical values are z; = —1.645 and z,

= 1.645. The rejection regions are z
< —1.645 and z > 1.645.
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— 2.6 0036 0037 0038 0039 0040 0041 0043 0044 0045 0047
— 25 0048 0049 0051 0052 0054 0055 0057 0059 0060 0062
- 2.4 0064 L0066 0068 0069 0071 0073 0075 0078 0080 0082
—2:3 0084 0087 0089 L0091 0094 0096 0099 0102 0104 0107
— 2.2 0110 0113 0116 0119 0122 0125 G129 0132 0136 0139
=" 0143 0146 0150 0154 0158 0162 0166 0170 0174 0179
- 2.0 0183 0188 0192 0157 0202 0207 0212 0217 0222 0228
—1.9 0233 0239 0244 0250 0256 0262 0268 0274 0281 L0287
—1.8 0294 0307 0307 0314 L322 0329 0336 0344 0351 0359
= 0367 0375 0384 0392 0407 0409 0418 0427 0436 0446
— 1.6 0455 0465 0475 0485 04895 0505 0516 0526 0537 0548
- 1.5 0559 0577 0582 0594 0606 0618 0630 0643 0655 0668




USING REJECTION REGIONS FOR A z —TEST

Example H, : p=13960 (Claim) #=13960 n=2500
Hy : pu#13960 o = 2345 a = 0.10

The standardized test statistic is x = 13725

~ ¥—u  13725- 13960 o
o/yn  2345/4/500 |

Because z is in the rejection region, you
reject the null hypothesis.

Z




USING REJECTION REGIONS FOR A z —TEST

Example H, : p=13960 (Claim) #=13960 n=2500
Hy : pu#13960 o = 2345 a = 0.10

x = 13725

There is enough evidence at the 10%
level of significance to reject the claim
that the mean annual cost of raising a
child (age 2 and under) by husband-wife
families in the U.S. is $13,960.




Course: Biostatistics Lecture No: [14]

Hypothesis Testing with One Sample

Hypothesis Testing for the Mean (o Unknown)



CRITICAL VALUES IN At —DISTRIBUTION

* In many real-life situations, the population standard deviation is not

known.
* When either the population has a normal distribution or the sample
size is at least 30, you can still test the population mean u.

e To do so, you can use the t —distribution with n —1 degrees of

freedom.



CRITICAL VALUES IN A t —DISTRIBUTION

Finding Critical Values in a /-Distribution
1. Specily the level of significance a.
2. Identity the degrees of freedom, d.f. = n — 1.

3. Find the critical value(s) using Table 5 in Appendix B in the row with
n — 1 degrees of frecdom. When the hypothesis test 1s

a. left-tailed, use the “One Tail, «” column with a negative sign.
b. right-tailed, use the “One Tail, a” column with a positive sign.

¢. wo-tailed, usc the “1'wo Tails, a” column with a negative and a
positive sign.



CRITICAL VALUES IN A t —DISTRIBUTION

Level of
confidence,c  0.BO 0.90 .95 0.98 0.949
: yr Onetail @« 0.10 005 0.025 0.01 0.005
Example Find the critical value t, for a — e e
. . _ i 3078 6314 12706 31621 63657
left-tailed test with a = 0.05 5 A e A A S e e
_ 3 1538 2352 3182 4541 584
and n - 21' i 1.533 2132 2776 3.747 A604
5 1456 24015 A58 3.365 4032
6 1440 1943 2447 1143 3707
7 1.415 1895 2365 2598 3409
— _ — _ — g 1397 1860 2306 289 2355
df —n 1 - 21 1 - 20 9 1383 1832 2262 2B 3250
10 1372 1812 2298 1764 3169
tO = —1.725 " 1363 179 2201 2718 3106
12 1.356 1782 2179 2681 3055
12 1350 1771 2160 2650 3012
14 1345 1761 2145 1624 2977
15 1.341 1.753 2131 A 602 2947
16 1337 1746 2120 2583 2497
17 1333 1740 2110 2567 2898
18 1330 1734 2101 2552 2878
19 1.228 1.7 21083 25349 2EG]
4 f 20 1325 1725 2086 1538 2845
o R S T | (b | 2 3 21 1223 171 2080 2518 2831
131 177 2074 1508 2819

T
=
{0
|
oy
]
[t
A
sl
Pk



CRITICAL VALUES IN A t —DISTRIBUTION

Level of
confidence,c  0.BO 0.90 .95 0.98 0.949
H 1 One tail, o 0,10 0,05 0.025 0.0 0.005
Example Find the critical value t; for a ——pmeale A0 o0 o0 o
0 0 . - 1 3078 6314 12706 318X &3AST
right-tailed test with ¢ = 0.01 TR T R
—_ K| 1.638 2353 3,182 4,541 5841
and n = 17 4 1653 2132 276 3Tar  4E04
5 1476 2015 2571 3365 4032
& 1440 1943 2447 3343 3707
7 1.415  1.895% 2.365 2.098 3409
— _ — g 1.297 1860 2306 .89 3355
df —n 1 - 16 9 1383 1833 222 28BN 350
10 1.272 1812 2228 2764 3.169
tO — 2.583 1 1.363  1.79%% 2.200 27148 3,106
12 1.356 1.782 2179 2681 3055
13 1350 1771 2160 2650 3012
14 1345 1.761 2145 2624 2957
15 1341 1753 2131 2602 2947
- 16 1.337 1.744 2120 L5813 24821
0 m ﬂ[}l 17 1.233  1.744 2110 2567 2808
! 18 1.230 1.734 2101 2552 2878
| : 10 1328 1729 2003 2530 286
iETF i 0 1325 1725 2086 2528 2845
=g =F =0 ] [} ] 2 ."I 3 i | A 1223 171 2080 2518 2821
! 2 22 1.21 1.7 2074 2508 2819
fn=2.583



CRITICAL VALUES IN A t —DISTRIBUTION

Example Find the critical values —t; and

to, for a two-tailed test with «
= 0.10 and n = 26.

d.f.=n—1=25
t, = 1.708
—t,= —1.708

-4 -3 -2/ -1 0 |!ﬁ 3 4
—1,=—1.708 1, = 1708

Level of

confidence, ¢ 0.80 0.90 0.95 0.98 0.99
One tail, o 0.10 0.05 0.025 0.01 0.005

d.f. Two talls, o .20 .10 0.05 0.02 0.0
1 3078 6314 12706 31821 63657
2 1886 2920 4,303 G965 09x5
3 1.638 2353 3182 4.541 5841
4 1533 2132 2778 5.747 4604
5 1476 2015 2571 3.365 4032
B 1440  1.943 2447 3.143 EALI )
! 1415 1.8495 2365 2545 34909
B 1357  1.860 2306 2896 R85
g 1.383 1.833 2,262 2821 3.250
14 1372 1.812 2238 2764 3164
I 1363 1.796 2201 2718 3106
12 1356 1.782 2174 P | 3055
I3 1.350 1771 2,160 2650 3012
14 1345 1.761 2145 2624 AAFT
15 1.341 1.553 2131 2602 28947
16 1337 1746 2120 2583 24821
17 1.233 1.740 21140 25467 2A98
14 1330 1.734 210 2550 2878
15 1328 1,724 2053 2539 R
Pl 1.325 1.725 208G 2528 2845
by 1.323 171 2,080 2518 2831
22 1321 1.517 2074 2508 2 B19
23 .31 1.714 2069 2500 2.807
24 1318 1.711 20064 2442 A7
25 1.316  1.708 2064 2485 2787
26 1.315  1.706 2,054 24749 2779



THE t —TEST FOR A MEAN u

The #test for a mean u 1s a statistical test for a population mean. The test
statistic is the sample mean X. The standardized test statistic is

T

when these conditions are met.

t Standardized test statistic for g (o unknown)

1. The sample is random.

2. At least one of the following is true: The population is normally distributed
orn = 30.

The degrees of freedom are
df. =n — 1.



THE t —TEST FOR A MEAN u

Using the r-Test for a Mean p (0 Unknown)
IN WORDS

1. Verily that o 1s not known, the
sample is random, and either the

population 1s normally distributed
or n = 30.

2. State the claim mathematically
and verbally. Identify the null
and alternative hypotheses.

3. Specify the level of significance.
4. Identify the degrees of freedom.

5. Determine the critical value(s).

IN SYMBOLS

State H, and H,.

Identify «.
df. =n—1
Use Table 5 in Appendix B.



THE t —TEST FOR A MEAN u

6. Determine the rejection region(s).

7. Find the standardized test statistic

and sketch the sampling
distribution.

8. Make a decision to reject or fail to
reject the null hypothesis.

9. Interpret the decision in the context
of the original claim.

[f f is in the rejection region,
then reject H. Otherwise,
fail to reject H,,.



THE t —TEST FOR A MEAN u

Example A used car dealer says that the mean price of a two-year-old
sedan (in good condition) is at least $20,500. You suspect this
claim is incorrect and find that a random sample of 14 similar
vehicles has a mean price of $19,850 and a standard deviation
of S1084. Is there enough evidence to reject the dealer’s claim
at @ = 0.05? Assume the population is normally distributed.

u = 20500
Hy : w=20500 (Claim) s = 1084
H, : pn<20500 % = 19850
n =14

a = 0.05



THE t —TEST FOR A MEAN u

Example H, : p=>20500 (Claim) pu=20500 n=14
H, : p<20500 s = 1084 a = 0.05

x = 19850

The test is a left-tailed test

d.f.=n—1=13

So, the critical value is t, = —1.771. a =0.05

| '—I I | |
5 A 3N 5 g 9 3

; \
t~"-2244 't,=—1.77]

I



THE t —TEST FOR A MEAN u

Example H, : p>20500 (Claim) u=20500 n=14
H, : pu<20500 s = 1084 a = 0.05
x = 19850
The standardized test statistic is

_ X—p 19850 — 20500
Cs/\m 1084//14

t ~ —2.244

Because t is in the rejection region, o =0.05

you reject the null hypothesis.

e I |
5 A 3N 5 g 9

. %
t~"-2244 't,=—1.77]

I



THE t —TEST FOR A MEAN u

Example H, : p=>20500 (Claim) pu=20500 n=14
H, : p<20500 s = 1084 a = 0.05
X = 19850

There is enough evidence at the 5%
level of significance to reject the
claim that the mean price of a two-
year-old sedan is at least $20,500.

o = 0.05




THE t —TEST FOR A MEAN u

Example An industrial company claims that the mean pH level of the
water in a nearby river is 6.8. You randomly select 39 water
samples and measure the pH of each. The sample mean and
standard deviation are 6.7 and 0.35, respectively. Is there
enough evidence to reject the company’s claim at &« = 0.05?

u==6.8
Hy, : u=06.8 (Claim) s = 0.35
H, : pu+#6.3 =67

n =39

a = 0.05



THE t —TEST FOR A MEAN u

Example H, : u=6.8 (Claim)
H, : pu+#6.3

The test is a two-tailed test
d.f.=n—1=38

So, the critical value are L = 0.025
—to= —2.024 and ty = 2.024 N

]

u==6.8
s = 0.35
X =6.7

n = 39
a = 0.05

iy



THE t —TEST FOR A MEAN u

Example H, : u=6.8 (Claim)
H, : pu+#6.3

The standardized test statistic is
X—u 6.7—6.8

= = ~ —1.784
s/v/m 0.35/4/39

t

Because t is not in the ;0= 0.025
rejection region, you fail to |

u==6.8
s = 0.35
X =6.7

n = 39
a = 0.05

reject the null hypothesis. ! 3

iy



THE t —TEST FOR A MEAN u

Example H, : u=6.8 (Claim) p=0638 n =39
Hy : p#638 s =0.35 a = 0.05
X =6.7

There is not enough
evidence at the 5% level of
significance to reject the
claim that the mean pH level
is 6.8.




Course: Biostatistics Lecture No: [15]

Hypothesis Testing with One Sample

Hypothesis Testing for Proportions



HYPOTHESIS TEST FOR PROPORTIONS

* In this section, you will learn how to test a population
proportion p.
* If np=5 and ng =5 for a binomial distribution, then the

sampling distribution for p is approximately normal with a mean

pq

of up = p and a standard error of g5 = —.



HYPOTHESIS TEST FOR PROPORTIONS

* The z —test for a proportion p is a statistical test for a population
proportion.

e The z —test can be used when a binomial distribution is given such
thatnp = 5and nqg = 5.

* The test statistic is the sample proportion p and the standardized

test statistic is




HYPOTHESIS TEST FOR PROPORTIONS

Using a z-Test for a Proportion p

[ § i
| ! 1 ‘ L
[Id YYUILUDYY

1. Verily that the sampling distribution
of p can be approximated by a
normal distribution.

2. State the claim mathematically
and verbally. Identify the null
and alternative hypotheses.

3. Specity the level of significance.
4. Delermine the critical value(s).
5. Determine the rejection region(s).

State [y and I1,.

ldentity a.
Use Table 4 in Appendix B.



HYPOTHESIS TEST FOR PROPORTIONS

6. Find the standardized test statistic zZ= i p ;
and sketch the sampling distribution. vpqin

7. Make a decision to reject or fail to If z is in the rejection region,
reject the null hypothesis. then reject H,. Otherwise,

fail to reject H,.

8. Interpret the decision in the context
of the original claim.



HYPOTHESIS TEST FOR PROPORTIONS

Example A researcher claims that less than 40% of U.S. cell phone
owners use their phone for most of their online browsing. In a
random sample of 100 adults, 31% say they use their phone for
most of their online browsing. At « = 0.01, is there enough
evidence to support the researcher’s claim?

p = 0.40
H, : p<040 (Claim) )

p = 0.31
np = (100)(0.40) =40 =5 n =100
nqg = (100)(0.60) = 60 =5 a = 0.01

So, you can use a z —test.



HYPOTHESIS TEST FOR PROPORTIONS

Example H, : p =040 p=040 P
H, : p<040 (Claim) q=060 n

0.31 a =0.01
100

Because the test is a left-tailed test and
the level of significance is &« = 0.01, the
critical value is zy, = —2.33.




HYPOTHESIS TEST FOR PROPORTIONS

z 09 .08 .07 .06 .05 .04 .03 .02 .01 .00
—3.4 | .0002 0003 .0003 0003 0003 0003 0003 .0003 .0003 0003
—3.3 | 0003 0004 0004 0004 0004 0004 0004 0005 0005 0005
—-3.2 0005 L0005 0005 0006 0006 0006 0006 0006 0007 0007
—3.1 0007 0007 0008 0008 0008 0008 0009 0009 0009 0010
—-3.0 L0010 0010 0011 L0011 L0011 0012 0012 0013 L0013 0013
—29 | 0014 0014 0015 0015 0016 0016 0017 0018 0018 0019
—2.8 | 00719 0020 0021 0021 0022 0023 0023 0024 0025 0026
—2.7 | 0026 0027 0028 0029 0030 0031 0032 0033 0034 0035
—2.6 | 0036 0037 0038 0039 0040 0041 0043 0044 0045 0047
- 2.5 L0048 0049 0051 0052 0054 0055 0057 0059 0060 0062
—2.4 | 0064 0066 0068 0069 0071 0073 0075 0078 0080 0082
—2.3 | .0084 0087 0089 00917 0094 0096 0099 0102 0104 0107
—2.2 0110 0113 0116 0119 0122 0125 0129 0132 0136 0139
—2.1 0143 0146 0150 0154 0158 0162 0166 0170 0174 0179
—2.0 | 0183 0138 0192 0197 0202 0207 0212 0217 0222 0228



HYPOTHESIS TEST FOR PROPORTIONS

Example H, : p =040 p=040 P
H, : p<040 (Claim) q=060 n

0.31 a =0.01
100

Because the test is a left-tailed test and
the level of significance is &« = 0.01, the
critical value is zy, = —2.33.

The standardized test statistic is

p—p 0.31— 0.4
Z = =
Jra/n 1/(0.4)(0.6)/100

~ —1.84




HYPOTHESIS TEST FOR PROPORTIONS

Example H, : p =040 p=040 P
n

0.31 a = 0.01
H, : p<040 (Claim) g = 0.60 1

00

Because z is not in the rejection region,
you fail to reject the null hypothesis.

There is not enough evidence at the 1%
level of significance to support the claim
that less than 40% of U.S. cell phone ¢ ]
owners use their phone for most of their ’

online browsing. 2p=—233

|
I
|
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HYPOTHESIS TEST FOR PROPORTIONS

Example A researcher claims that 86% of college graduates say their
college degree has been a good investment. In a random
sample of 1000 graduates, 845 say their college degree has
been a good investment. At a« = 0.10, is there enough
evidence to reject the researcher’s claim?

p = 0.86
Hy : p=0.86 (Claim) o 014
H, : p+#0386 Y
np = (1000)(0.86) = 860 > 5 D= 1500 = 0-845
ng = (1000)(0.14) = 140 = 5 n = 1000

a = 0.10

So, you can use a z —test.



HYPOTHESIS TEST FOR PROPORTIONS

Example H, : p=0.86 (Claim) p =0.86 n = 1000
H, : p+0.386 g = 0.14 a = 0.10
45
Because the test is a two-tailed test and P = 1000 — 0.845
the level of significance is &« = 0.10, the
critical values are —z; = —1.645 and z,

= 1.645.

The standardized test statistic is

p—p 0.845 — 0.86
= _

Jpq/n  +/(0.86)(0.14)/1000
~ —1.37




HYPOTHESIS TEST FOR PROPORTIONS

Example H, : p=0.86 (Claim) p = 0.86 n = 1000
Hy : p#0.86 q = 0.14 a=0.10

. 45

Because z is not in the rejection region, P = 1000

you fail to reject the null hypothesis.

There is not enough evidence at the 10%
level of significance to reject the claim
that 86% of college graduates say their
college degree has been a good -

e | |
investment. i = =T

[ =



Course: Biostatistics Lecture No: [15]

Hypothesis Testing with One Sample

Hypothesis Testing for Variance and Standard Deviation



CRITICAL VALUES FOR A CHI-SQUARE TEST

For a normally distributed population, you can test the variance and
standard deviation of the process using the chi-square distribution with
n — 1 degrees of freedom.

Finding Critical Values for a Chi-Square Test

1. Specity the level of significance a.

2. Identify the degrees of freedom, d.f. = n — 1.

3. The critical values for the chi-square distribution are found in Table 6
in Appendix B. To find the critical valuc(s) for a

a. right-tailed test, usc the valuce that corresponds to d.f. and «.
b. left-tailed test, use the value that corresponds to d.f. and 1 — .

¢. two-tailed test, usc the values that correspond to d.f. and %{1’, and
d.f. and 1 — 2a.



CRITICAL VALUES FOR A CHI-SQUARE TEST

1
3

-

_,."I I
B S ¥ —-
Critical Critical
. e
villuge ¥ 5 vitluge X n

Right-Tailed Test Left-Tailed Test

Critical Critical
'} E e
value X7 value ,{i,

Two-Tailed Test



CRITICAL VALUES FOR A CHI-SQUARE TEST

Degrees of
Exam p le freedom | 0995 0599 0575 095  0.90 0.10
1 2 £ 0001 0004 0016 2.706
. e, 2 2 0010 0020 0051 0103 0217 4605
Flnd the crltlcal value )(0 for d 3 0077 0115 0216 0357 0581 6251
. . 4 0207 0297 0484  OJ11 1064 7770
rlght-talled test When n=26 and 5 0412 0554 0®3T 1045 YD (9236
G 0676 0872 1337 1635 2204 10645
a = 0.10. 7 0989 1239 1690 2187 2833 12047
B 1344 1646 2780 2733 3490 13362
9 1735 2088 2700 3325 4188 14684
_ _ 2 10 2156 2558 3347 3040 4865 15987
df =n— 1 - 25 XO - 34382 11 2603 3053 1816 4,575 5578 17.27%
12 .07 3571 .40 R2ra B304 18.549
A 11 1565 4107 5009 5892 7042 19812
14 4075 4,640 Bei A7 00 2064
15 4501 5229 6262 7281 BSa7 23307
16 5147 5817 6008 7062 0312 23542
17 5687 6408 7564  B672 10085 24769
14 6265  AD15  B231 9390 10865 25989
19 6844 7633 8007 10117 11651  27.204
20 7434 a8.2a0 Q5971 10851 12443 23472
| 21 E034 8897 10283 11591 13240 29615
! ' 27 BEE43 9542 10982 12338 14042 30813
5 : / : 73 9260 10196 11680 13.091 14848  32.007
q 24 OHRE  J0ME56 12401  T3B4B 15659 33196
Y- =34.382 25 10520 11524 13120 14611 16473 34382




CRITICAL VALUES FOR A CHI-SQUARE TEST

Example Find the critical value y3 for a left-tailed test when n = 11 and

a = 0.01.
df.=n—-1=10
Degrees of
The area to the right of the critical value is freeldﬂm 0.995 0.99
l1—-a=1-0.01=0.99 2 0.010 0020
3 0072 0115
Xg — 2 558 4 0.207 0297
5 0412  0.554
6 0676 0872
! 0.939 1.239
8 1344 1646
9 1735 2.088
I | e 10 2156  2.558
| S 10 15 20 1 2603 3.053




CRITICAL VALUES FOR A CHI-SQUARE TEST

Example Find the critical values y# and x5 for a two-tailed test when
n =9and a = 0.05.

df.=n—-1=28

The areas to the right of the critical values are
I 0.05 — 0.025
24T T

1
1 —Ea =1-0.025=0.975

o= 0,025 s0=0.025

¥?=2180  y%=17.535

5 ) s
X; =2.180 15 =17.535



THE CHI-SQUARE TEST

e To test a variance g2

or a standard deviation o of a population that is
normally distributed, you can use the chi-square test.

* The chi-square test for a variance or standard deviation is not as robust
() as the tests for the population mean u or the population
proportion p.

 So, it is essential in performing a chi-square test for a variance or
standard deviation that the population be normally distributed.

 The results can be misleading (Jias) when the population is not

normal.



THE CHI-SQUARE TEST

CHI-SQUARE TEST FOR A VARIANCE ¢? OR

STANDARD DEVIATION o

The chi-square test for a variance o* or standard deviation « is a statistical
test for a population vanance or standard deviation. The chi-square test can

only be used when the population is normal. The test statistic is s° and the
standardized test statistic

2
3 (H —: ] )S " ; o (o5 it ;
X = 3 Standardized test statistic for o or o
g

follows a chi-square distribution with degrees of freedom
df. =n — 1.



THE CHI-SQUARE TEST

Using the Chi-Square Test for a Variance o

'I'il' ::_'\.I:.l"‘-- .“':, e {:‘I-
i ..I:L‘:I. VY LI ;I._.-T . |

1. Verify that the sample 1s random
and the population is normally
distributed.

2. State the claim mathematically
and verbally. Identify the null
and alternative hypotheses.

3. Specify the level of significance.
4. Identify the degrees of freedom.

5. Determine the critical value(s).

or a Standard Deviation o

3 ©

" ™
|'1I_. ;_\_ _"_r L' _-' E.-" |l-
g 1 IWEEDN )

State H, and H,.

Identify e.
df.=n—-1
Use Table 6 in Appendix B.



THE CHI-SQUARE TEST

6. Determine the rejection region(s).

- : . (n — 1)s°
7. Find the standardized test statistic = :
and sketch the sampling i
distribution.
8. Make a decision to reject or fail to If ¥* is in the rejection region,
reject the null hypothesis. then reject M. Otherwise,

fail to reject H,.
9. Interpret the decision in the context
ol the original claim.



THE CHI-SQUARE TEST

Example A dairy processing company (oWl 4 ) claims that the variance
of the amount of fat in the whole milk (~dl JsS ) processed
by the company is no more than 0.25. You suspect this is wrong
and find that a random sample of 41 milk containers has a
variance of 0.27. At a = 0.05, is there enough evidence to
reject the company’s claim? Assume the population is normally
distributed.

Hy : 0¢?<0.25 (Claim)
H, : ¢%>0.25
df.=n—-1=41-1=40

The test is a right-tailed test s*=0.27 a=0.05



THE CHI-SQUARE TEST

Example H, : 42 <0.25 (Claim) Thetestisa right-tailed test
Hy @ 0%>0.25 df =n—1=41-1=40
s =0.27 a=0.05

A

So, the critical valueis x4 = 55.758

The standardized test statistic is
, (m—1)s* (40)(0.27)

= 43.2
K 0.25

X

Because y? is not in the rejection region,
you fail to reject the null hypothesis.

|
|

1 ] 1 -=f [
10 20 3 401 50 ".tﬁl'] 70
3 -
X;,::ﬁ:n.?ﬁﬂ



THE CHI-SQUARE TEST

Example H, 0% <0.25 (Claim)
H, : ¢%>0.25

There is not enough evidence at the 5%
level of significance to reject the
company’s claim that the variance of the
amount of fat in the whole milk is no
more than 0.25.

The test is a right-tailed test
df.=n—-1=41-1 =40

s =0.27

A

a = 0.05

20

30

1
)

|

50 "'.tﬁ!n 70
X =55.758



THE CHI-SQUARE TEST

Example A company claims that the standard deviation of the lengths of
time it takes an incoming telephone call to be transferred to the
correct office is less than 1.4 minutes. A random sample of 25
incoming telephone calls has a standard deviation of 1.1 minutes.
At a« = 0.10, is there enough evidence to support the company’s
claim? Assume the population is normally distributed.

Hy : o>14 s=1.1 a = 0.10
Ha . o<14 (Clalm) df =n—1=25—-1 = 24

The test is a left-tailed test



THE CHI-SQUARE TEST

Example Hy, : o>14
H, : o0<14 (Claim)

The test is a left-tailed test

So, the critical value with d.f. = 24 and
1—a=090is x5 =15.659

The standardized test statistic is
B (n —1)s? B (24)(1.1%)
g2 142

2

X ~ 14.816

Because y? is in the rejection region,
you reject the null hypothesis.

s=1.1

a = 0.10

df.=n—-1=25-1=24

5 10/
X = 14816

.

20 25 30 35 40

X =15.659



THE CHI-SQUARE TEST

Example Hy, : o>14
H, : o<14 (Claim)

The test is a left-tailed test

There is enough evidence at the 10%
level of significance to support the claim
that the standard deviation of the
lengths of time it takes an incoming
telephone call to be transferred to the
correct office is less than 1.4 minutes.

s=1.1 a = 0.05
df. =n—1=25—-1=24

=110

b i | I | I -
5 10 / \zﬂ 25 30 35 40
2°=14816 X =15.659



THE CHI-SQUARE TEST

Example A sporting goods manufacturer claims that the variance of the
strengths of a certain fishing line is 15.9. A random sample of 15
fishing line spools has a variance of 21.8. At a« = 0.05, is there
enough evidence to reject the manufacturer’s claim? Assume the
population is normally distributed.

Hy : ¢2=159 (Claim) s2=218 a=0.05
Hy : o0%+#159 df =n—-1=15-1 = 14

The test is a two-tailed test



THE CHI-SQUARE TEST

Example H, : ¢% =159 (Claim)
Ha . 0'2 * 15.9
The test is a two-tailed test

So, the critical values are yi = 5.629
Xa = 26.119

The standardized test statistic is
- (n —1)s? B (14)(21.8)
B G B 15.9

Because y? is not in the rejection region,
you fail to reject the null hypothesis.

~ 19.195

X

s =218 a = 0.05
df.=n—-1=15-1=14

1 | J i
S\ 180 48t Jag 28y 30
&) j ol I -"} } 2 idi {'-
Ay =5.629 Xp=26.119



THE CHI-SQUARE TEST

Example H, : ¢? =159 (Claim) s?2=218 a=0.05
Hqy : 0% #1509 df=n—-1=15-1= 14
The test is a two-tailed test

There is not enough evidence at the 5%
level of significance to reject the claim
that the variance of the strengths of the
fishing line is 15.9.




Course: Biostatistics Lecture No: [17]

Hypothesis Testing with Two Sample

Testing the Difference Between Means (Independent
Samples, g; and 0, Known)



WHERE YOU’VE BEEN AND WHERE YOU'RE GOING

In Chapter 7, you learned how to test a claim about a population
parameter, basing your decision on sample statistics and their
sampling distributions.

In this chapter, you will continue your study of inferential statistics and
hypothesis testing.

But instead of testing a hypothesis about a single population, you will

learn how to test a hypothesis that compares two populations.



INDEPENDENT AND DEPENDENT SAMPLES Independent Samples

Two samples are independent when the sample
selected from one population is not related to the
sample selected from the second population. Sample | Sample 2

Two samples are dependent when each member

Dependent Samples

of one sample corresponds to a member of the
other sample.

Dependent samples are also called paired samples

or matched samples. Sample | Sample 2



INDEPENDENT AND DEPENDENT SAMPLES

Example Classify each pair of samples as independent or dependent
and justify your answer.

Sample [1] * These samples are dependent.

Weights of 65 college
students before their  Because the weights of the

freshman year begins

same students are taken, the

Sample [2] samples are related.
Weights of the same 65
college students after
their freshman year with respect to each student.

e The samples can be paired




INDEPENDENT AND DEPENDENT SAMPLES

Example Classify each pair of samples as independent or dependent
and justify your answer.

Sample [1]  These samples are independent.
Scores for 38 adult males on a

: : * |t is not possible to form a pairing
psychological screening test for

attention-deficit hyperactivity disorder between the members of samples,

Sample [2] the sample sizes are different, and
Scores for 50 adult females on a the data represent scores for

psychological screening test for
attention-deficit hyperactivity disorder

different individuals.




AN OVERVIEW OF TWO-SAMPLE HYPOTHESIS TESTING

In this section, you will learn how to test a claim comparing the means of
two different populations using independent samples.

DEFINITION

For a two-sample hypothesis test with independent samples,

1. the null hypothesis H), is a statistical hypothesis that usually states there
is no difference between the parameters of two populations. The null
hypothesis always contains the symbol =, =, or =.

2, the alternative hypothesis H,, is a statistical hypothesis that is true when H,
is false. The alternative hypothesis contains the symbol =, #, or <.




AN OVERVIEW OF TWO-SAMPLE HYPOTHESIS TESTING

e To write the null and alternative hypotheses for a two-sample
hypothesis test with independent samples, translate the claim made
about the population parameters from a verbal statement to a

mathematical statement.

 Then, write its complementary statement.

Ho: p = w Hy py = o Hy. g1 =
Hy: iy # o Hy: iy > o Hy: py < po

Regardless of which hypotheses you use, you always assume there is
no difference between the population means (i; = u,).



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

* In the remainder of this section, you will learn how to perform a z —test
for the difference between two population means i and u, when the
samples are independent.

* These conditions are necessary to perform such a test.
v The population standard deviations are known.
v' The samples are randomly selected.
v' The samples are independent.
v' The populations are normally distributed, or each sample size is at

least 30.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

When these conditions are met, the sampling Sampling Distribution
distribution for x; — x5, the difference of the L 2
sample means, is a normal distribution with ~

mean and standard error as shown.

Mean = pz 5 Standard error = oy,
— — ) 3 q
'LLIT] Hrl = ‘\/U.'ﬂ + [—’r;-.-
= MK T M2




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

TWO-SAMPLE z-TEST FOR THE DIFFERENCE
BETWEEN MEANS

A two-sample z-test can be used to test the difference between two population
means Ay and p; when these conditions are met.

1. Both oy and o» are known,

2. The samples are random.

3. The samples are independent.

4. The populations are normally distributed or both n; = 30 and n, = 30.
The test statistic 15 X¥; — X,. The standardized test statistic is

(01— %) — ( — #o) oi 03
2= where. o= 4= T ——,




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

Using a Two-Sample z-Test for the Difference Between Means
(Independent Samples, o7 and o5, Known)
IN WORDS IN SYMBOLS
1. Verify that oy and o, are known, the
samples are random and independent,
and either the populations are normally
distributed or both n; = 30 and n, = 30.
2. State the claim mathematically State Iy and H,.
and verbally. [dentify the null
and alternative hypotheses.
3. Specily the level ol signilicance. [dentily .

4. Determine the critical value(s). Use Table 4 in Appendix B,



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

5. Determine the rejection region(s).

6. Find the standardized test statistic

and sketch the sampling distribution.

7. Make a decision to reject or fail to
reject the null hypothesis,

8. Interpret the decision in the context
of the original claim,

(X1 — %) — (1 — M2)

E —
L1 A7

[f z is in the rejection region,

then reject H,. Otherwise,

fail to reject H,.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example A credit card watchdog (“%.) group
claims that there is a difference in the
mean credit card debts of households
in California and lllinois. The results of
a random survey of 250 households
from each state are shown in the table.
The two samples are independent.
Assume that g; = $1045 for California
and o, = $1350 for lllinois. Do the
results support the group’s claim? Use
a = 0.05.

Sample Statistics for
Credit Card Debt

California Minois

n = 250 fla = 250

01 = $1045 0, = $1350
a = 0.05

Hy: py = po
H: oy # o (Claim)



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example Because the test is a two-tailed test, Sample Statistics for
the critical values are —zy = —1.96 Credit Card Debt
and zo = 1.96. California  Tllinois

X, = §4777 | X, = $4866
n = 250 fla = 250

] — o =10).95

01 = $1045 0, = $1350
a = 0.05

Hy: py = po
; 3 Hy: py # o (Claim)

e e e L L



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example

The standardized test statistic is

- (El = fz) - (:“f.l 2 Hz)

Hy py = po
Hp: gy # i (Claim)

o, = $1045
o, = $1350
a = 0.05

a
—

=
\/[}'I
M

(4777 — 4866) — 0

] R T

1

10452
250

=~ —().82.

250

Sample Statistics for
Credit Card Debt

California Minois

X, = §4777 | X, = $4866
n = 250 fla = 250

l —a=093




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example Hy: gy = o o; = $1045 SH]II]]IF Statistics for
_ g, = $1350 Credit Card Debt
H: oy # po (Claim)
a = 0.05 — o
California MMinois

Because z is not in the rejection region, you T = $4777 | % = $4866
fail to reject the null hypothesis. ny = 250 ny = 250
There is not enough evidence at the I —o=095
5% level of significance to support the
group’s claim that there is a difference o =0.025 Lo =0.025

in the mean credit card debts of
households in California and lllinois.



TESTING A DIFFERENCE OTHER THAN ZERO

Example

Is the difference between the mean
annual salaries of microbiologists in
Maryland and California more than
$10,0007 To decide, you select a random
sample of microbiologists from each
state. The results of each survey are
shown in the figure. Assume the
population standard deviations are oy
= $8795 and g, = $9250. At a = 0.05,
what should you conclude?

Microbiologists in Microbiologists in

Maryland Califormia
X, = $102.650 X, = $85.430
n, = 42 Ny = 38

J’l = $8?95 {]’2 — $925U

H,:u, — i, <10,000
H, :u, — 1, >10,000 (claim)

a = 0.05



TESTING A DIFFERENCE OTHER THAN ZERO

Microbiologists in
Example H,:u, —u, <10,000

Microbiologists in

Maryland California
H, : th = i, > 10,000 (clarm) ¥, =$102,650  X,=$85.430
The standardized test statistic is =42 By=<0 e
- — oy = $8795 = $9250
_ (0 -x) - — i)
“= > a = 0.05
O, ,L O,
_|.
\/ Hl F.r'z
~ (102,650-85,430)—(10,000) P=0
\] (8795)° _ (9250)°
42 38 | Z
() I =3.569

= 3.569



TESTING A DIFFERENCE OTHER THAN ZERO
Microbiologists in Microbiologists in

Example H,:u, —u, <10,000

Maryland Cahifornia
Ho - th = 1, >10,000 (claim) -~ _ 100650 %, =$85.430
. n =42 n, =38
Because the P —value is less than a = o, = $8795 o, = $9250
0.05, you reject the null hypothesis.
a = 0.05

There is enough evidence at the 5% level of
significance to support the claim that the
mean annual salaries of microbiologists in
Maryland and California more than $10,000

P= U,OOOO\:\’q

L

L= 3569

|
|
0 4



Course: Biostatistics Lecture No: [18]

Hypothesis Testing with Two Sample

Testing the Difference Between Means (Independent
Samples, g; and 0, Unknown)



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

In many real-life situations, both population standard deviations are

not known.

In this section, you will learn how to use a t —test to test the

difference between two population means p; and u, using

independent samples from each population when o0y and o, are

unknown.

To use a t —test, these conditions are necessary.

v" The population standard deviations are unknown.

v' The samples are randomly selected.

v' The samples are independent.

v' The populations are normally distributed or each sample size is at
least 30.



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

* When these conditions are met, A two-sample t —test is used to test
the difference between two population means p; and u,.
* The test statisticis x; — X>.

 The standardized test statistic is
_ (g —x2) — (11 — K2)

Sx,—1%,

t

e The standard error and the degrees of freedom of the sampling

distribution depend on whether the population variances o7 and 022

are equal.



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

1. Variances are equal:
Then information from the two samples is combined to calculate a
pooled estimate of the standard deviation 4.

(ny — 1)sZ + (n, — 1)s2

O =
\ nq + Ny, — 2
The standard error for the sampling distribution of X; — Xx5is
~ 1 N 1
Sg.—%, =0 *
X1—X2 an 7’),2

And d.f. = nq + ny, — 2.



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

2. Variances are not equal:

If the population variances are not equal, then the standard error is

Sg,—x, = |—+—
X1—X
1-*2 an n,

And d.f. = smaller ofn; — 1 andn, — 1.



Are both F{':['}U]ﬂlilﬂl
standard deviations

known?

No

Are both

populations normal
or are hoth sample
sizes al least 307

Yes

Are the population
variances equal’?

No

Yes

Yes

Are both
populitions normal
ar are both sample

sizes at least 307

No

You cannot use the
z-test or the t-test,

Use the t-test with 55, _5,

and d.f. = n o+, -2,

Yes

Use the 7-test.

Use the t-test with s+ _~ = [ =
2 "||||I _ﬁ'l

and d.t. = smaller wt’nl —1 and Hy— |

——

{57

.
]

1y




THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Using a Two-Sample #-Test for the Difference Between Means
(Independent Samples, o and o5 Unknown)

IN WORDS IN SYMBOLS

1. Verify that o and o5 are unknown,
the samples are random and independent,
and either the populations are normally
distributed or both n; = 30 and n, = 3.
2. State the claim mathematically State Hy and H,.
and verbally. Identity the null
and alternative hypotheses.

3. Specity the level of significance. Identity a.
4. Determine the degrees of freedom. df. =n; +n, —2or
d.f. = smallerofny — 1
and n, — 1

5. Determine the critical value(s). Use Table 5 1n Appendix B,



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

6. Determine the rejection region(s).

7. Find the standardized test statistic
and sketch the sampling distribution.

8. Make a decision to reject or fail to
reject the null hypothesis.

9. Interpret the decision in the context
of the original claim.

(B — %) — (g — o)

I:

%~

If 7 15 m the rejection region,
then reject Hy Otherwise.
fail to reject H,,.



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example Sample Statistics for

) State Mathematics Test Scores
The results of a state mathematics test for random

samples of students taught by two different Teacher 1  Teacher 2
teachers at the same school are shown. Can you =473 | T = 459
conclude that there is a difference in the mean §; =397 | 5 = 245
mathematics test scores for the students of the two L il n = 18

2 2 —
teachers? Use a = 0.10. Assume the populations op #0; a=0.10
are normally distributed and the population
variances are not equal.

Ho: w1 =
Ha: U1 * Ur (Clalm)



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Sample Statistics for
Example HO: Uy = Ur 012 ¥+ 022 State Mathematics Test Scores

H,: uy #u, (Claim) a=0.10

Teacher1 Teacher 2

Because the population variances are not equal and X =473 | x; =459

h 1 le size i d.f. = 1 = g1 = 397 | 5 = 245
the smaller sample sizeis 8, used.f. =8—1=7. = -

. . . vel of
Because the test is a two-tailed test with mf,‘ﬁdmm 080 050

— — 141 One tail, o 0.10 0.05
d.f. =7 and a = 0.10, the critical values e
are

1078 6314
1886 2520
B8 4353
1533  Xilag
1476  2.015
1440 1.943
1415 1.B9%
1.397  1.86D0

—1.859
1.859

to

GO~ $h L s W R =



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Sample Statistics for

Example HO: U = Uy 012 * 022 State Mathematics Test Scores
- i = 0.10
He: py # 1y (Claim) ¢ Teacher 1 Teacher 2
The standardized test statistic is X =473 | x5 =459
$; =397 | 5 = 245
(1 — %) — (W — M2) R 2 = 18
2 2
5 5
\/ 1 52
n N
(473 — 459) — 0
J(w.?)ﬁ . (24.5)2
8 18




THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Sample Statistics for
Example HO: Uy = Ur 012 ¥+ 022 State Mathematics Test Scores
- 1 a = 0.10
He: py # pp  (Claim) Teacher 1 Teacher 2
=473  x, =459
. . . : : : 1= 30T | 5 =245
Because t is not in the rejection region, you fail to n =8 H? — 1R

reject the null hypothesis.

| — ¢ = (190

There is not enough evidence at the 10% level of
significance to support the claim that the mean
mathematics test scores for the students of the Lo = 0,05
two teachers are different. o

e e



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example

A manufacturer claims that the mean
operating cost per mile of its sedans is
less than that of its leading competitor.
You conduct a study using 30 randomly
selected sedans from the manufacturer
and 32 from the leading competitor. The
results are shown. At &« = 0.05, can you
support the manufacturer’s claim?
Assume the population variances are
equal.

Manufacturer

Competitor

X = $0.52/mi | x; = $0.55/mi
s = $0.05/mi | s, = $0.07 / mi

= 30 i, = 32

of = 04 a = 0.05
Ho:  py 2 o

H,: uy <up, (Claim)



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS
Example Hy: puy = U, 0_12 _ 0_22 Manufacturer Competitor

H .- < Claim a = 0.05 X = 50‘52?1111 Xy = $i_'}55emx
ai H1<tz ( ) 5, = $0.05/mi | 5, = $0.07,/mi

_ _ n = 3 ny, = 32
The population variances are equal, so

df=n1+n2_2=60

Because the test is a left-tailed test
with d.f. =60 and a = 0.05, the
critical value isty, = —1.671.

-4 ——
b

< i O B
B
[=—1.930 Iy = —l.671



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Manufacturer Competitor
Example Hy: pqy = Uy ol = o7 ?

T < Claim g =005 ©=85052/mi ¥ =$055/mi
ai H1<tz ( ) 5, = $0.05/mi s, = $0.07 /mi

i = 30 ny, = 32
The standard error
; B \X(Hl — 1)5% + (ny — 1}3% \Xl . 1
e I % My — & My Ho
B \/(3{1 —1)(0.05)% + (32 — 1)(0.07)2 [1 4
30 +32 -2 30 32

= (.0155416



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Manufacturer Competitor
Example Hy: pqy = Uy ol = o7 ?

T < Claim g =005 ©=85052/mi ¥ =$055/mi
ai H1<tz ( ) 5, = $0.05/mi s, = $0.07 /mi

”i = ?ﬂ ﬂj = 32
The standardized test statistic is

(X —x) — (M — )

b %
1

(0.52 — 0.55) — 0
0.0155416

—1.930. A 28Nt D

R
1=—1930 f,=-1.67]

-4 —1—
b

EE



THE TWO-SAMPLE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Manufacturer Competitor
Example Hy: pq = py o = 0% 5

H.: < Claim a=005 1= 5&52;-:' mi | X = $U.55__.{"mi
ai H1<tz ( ) 5, = $0.05/mi | 5, = $0.07,/mi

n = 3 ny, = 32
Because t is in the rejection region, you reject

the null hypothesis. | — o = 0.95
There is enough evidence at the 5% level of
significance to support the manufacturer’s
claim that the mean operating cost per mile of
its sedans is less than that of its competitor’s.

a =0.05

32\
r=—1.930 1,=-1.67]



Course: Biostatistics Lecture No: [18]

Hypothesis Testing with Two Sample

Testing the Difference Between Means (dependent Samples)



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

* To perform a two-sample hypothesis test with dependent samples,
you will use a different technique.

* You will first find the difference d for each data pair.

_ [data entry in] [ corresponding data
| first sample entry in second sample

e The test statistic is the mean d of these differences.

- d
13
n



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

 These conditions are necessary to conduct the test.
v' The samples are randomly selected.
v' The samples are dependent (paired).
v" The populations are normally distributed or the number n of pairs

of data is at least 30.

e When these conditions are met, the sampling distribution for d, the
mean of the differences of the paired data entries in the dependent
samples, is approximated by a t —distribution with n — 1 degrees of

freedom, where n is the number of data pairs.



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Symbol

1

ol
M

Description

The number of pairs of data

The difference between entries in a data pair

The hypothesized mean of the differences of paired data in

the population

The mean of the ditferences between the paired data entrics

in the dependent samples

—. i

d =—

1

The standard deviation of the differences between the paired

data entries 1n the dependent samples : :
(2d) }

!
1

|2(d - d)’ [3d -

g = =
4 \f Fy ol ‘ \J n—1



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

A f-test can be used to west the difference of two population means when thzse
conditions are met,

1. The samples are randon.

2. The samples are dependent {pairgd).

3. The populatiens are normally distnbuted 2r n = 3

p )

i

The test statssfie s 7 —
d — Mg

) :
55 Wi

The deprees of freedom arg d.f. =a — 1.

and the standardized test statistic 13 ¢ —



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Using the r-Test for the Difference Between Means (Dependent Samples)
IN WORDS IN SYMBOLS
1. Verify that the samples are random
and dependent, and either the

populations are normally
distributed or n = 30.

2. State the claim mathematically State H, and H,.
and verbally. ldentify the null
and alternative hypotheses.

3. Specity the level of significance. [dentify a.
4. Identify the degrees of freedom. dif. =n —1
5. Determine the critical value(s). Use Table 5 in Appendix B.



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

6. Determine the rejection region(s).

7. Calculate d and s,.

8. Find the standardized test statistic

and sketch the sampling distribution.

9. Make a decision to reject or fail to
reject the null hypothesis.

10, Interpret the decision in the context
of the original claim.

— d
2

” -

\/Z({i —d)>
Sq4 —

n—1

— E — My

:-.?d_;“u/r_l

If 7 15 1n the rejection region,
then reject H,. Otherwise,
fail to reject H,,.



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example

A shoe manufacturer claims that athletes can increase their vertical jump
heights using the manufacturer’s training shoes. The vertical jump heights of
eight randomly selected athletes are measured. After the athletes have used
the shoes for 8 months, their vertical jump heights are measured again. The
vertical jump heights (in inches) for each athlete are shown in the table. At a
= 0.10, is there enough evidence to support the manufacturer’s claim?
Assume the vertical jump heights are normally distributed.

L

y
()
|
&

Athlete 1 p) 3

Vertical jump height

24 | 22|25 | 28| 35|32 |
(before using shoes) 4| 22 |2 | 28 | 5| 32| 30| 2

Vertical jump height
(after using shoes)

e
e
L
oL
g |
-y

20| 25 | 25 | 29 30



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example a = 0.10 Before  Afiter
The manufacturer claims that an athlete’s vertical jump height ‘; f;’
before using the shoes will be less than the athlete’s vertical at | ong
jump height after using the shoes. = Ay
. . . . 5 53
Each difference is given by d = []ump helght] — Pump helght] 4L 4
before shoes after shoes o 5%
) ik

The null and alternative hypotheses are

HO: Ha = 0
H,;: uz; <0 (Claim)



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example a = 0.10 Befare  After
) 25
4= [jump height] _ [jump height] w2 18
before shoes after shoes 2% 25
= o
HOI Ha >0 Level of A5 ok
. confidence, ¢  0.80 0.90 s -
Hq: pg <0 (Claim) Onetail,a _ 0.10__ 0.05 A2 A
df  Twotails, @ 020 0.10 e 35
3078 6314 il 50

Because the test is a left-tailed test,
a =010, and df.=8-1=7,
the critical value is t; = —1.415.

]

2 1.886 2920
3 1.638 2353
4 1533 2132
5 1476 2015
L) 1.440 1.943
7 1415  1.895
8 1397 1.860



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example a = 0.10 HO: Ug >0 Befure  After o o

H,: puz; <0 (Claim) M s — 4

i % -3 &

4= []ump helght] jump height] 2% % & it

before shoes after shoes e 3 -1 i

—14 53 53 y: 4

d—E———=—1.75 ' 34 3 4

n 8 L 3F 5 pic

it Ktk -1 £

2 2 :
2(d%) - [(Zrczi) ] 56 — [( ) ] £= 14 %=%

Sq = —
\ n—1 \ 7 Because the test is a left-tailed test,
a=0.10, and df.=8—-1=7,
~ 2.1213

the critical value is ty, = —1.415.



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example H,: uy; =0 a=010 d=-175 sz~ 2.1213
H,: puz; <0 (Claim)
Because the test is a left-tailed test,
a=010, and df.=8-1=7,
The standardized test statistic is the critical value is ty = —1.415.

 -175-0
2.1213/V8

=. —2.333,




THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example Hy: p; =0 a=010 d=-175 s4~21213
H;: pu; <0 (Claim)
Because the test is a left-tailed test,
a =010, and df.=8—-1=7,
Because t is in the rejection region, the critical value is t, = —1.415.
you reject the null hypothesis.

| — o =0.90

There is enough evidence at the 10%
level of significance to support the shoe
manufacturer’s claim that athletes can
increase their vertical jump heights using
the manufacturer’s training shoes.




THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example The campaign staff (es sils 50) for a state legislator (232 & »is) wants
to determine whether the legislator’s performance rating (0—100)
has changed from last year to this year. The table below shows the
legislator’s performance ratings from the same 16 randomly
selected voters for last year and this year. At a = 0.01, is there
enough evidence to conclude that the legislator’s performance
rating has changed? Assume the performance ratings are normally
distributed.

Vioter 1 2 3 7 5 § 7 8 G 1 11 12 13 14 1y 168
Rating {last yeary | 60 54 78 84 91 25 50 8y 6f 81 78 43 & 7Y 38| 63

Rating {ihis year] 56 48 70 60 85 4D 40 S5 80 75 75 5D 50 85 33 | 60



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS | Before | After | 4 d*

Gl ah 4 [

Example n =16 a = 0.01 P s ’ -
I Fil| i frd

If there is a change in the legislator’s rating, then =M A 0
. . P . 91 ) i 36

there will be a difference between last year’s ratings sk i | e e
and this year’s ratings. 50| 40 0 100
a3 i [ LY

. . ik tulll —12 144

Because the legislator wants to determine whether i | ; a
there is a difference, the null and alternative 75 78 3 9
hypotheses are 45 50 5 25
62 ) 12 144

9 bt} 0 3n

Ho: pa =0 58 53 5 25

Ha: Ud F 0 (Clalm) 63 i) 3 0

3 =53 | 3 = 1581



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example Hy: ug =0 a = 0.01
H,;: uz; +#0 (Claim) n=16
. Level of

Because the test is a confidence,c 080 €90 095 098 099
. . One tail, o 0,10  0.05  0.025 .01 3,005

two-tailed test with af.  Twotalls,e  0.20 0.10 0.05  0.02  0.01
. 1 5078 6314 12706 30821 61657

a = 0.01 2 1886 2920 4303 6965 99725

3 1638 2353 3182 4541 534

d. f — 16 - 1 — 15 4 1533 2132 2376 1747 4604
L. 5 1476 2015 2571 3365 4032

the crltlcal vaIues I 1440 1843 2447 3743 31707
7 1415 1.895 Z.3685 2905 34599

are B 1397 1860 2306 2896 3355
9 1383 1.833 2262 2821  3.350

] 1372 1812 2228 2ahd 3184

_tO = —2.947 B 1363 1796 2201 2718 3106

12 1356  1.7832 2175 2.681 3055

— 13 E50 CLTIT sl Saesh g

tO = 2.947 14 1385 1761 2145 2834 2977
15 1341 1.7953 2131 2602 2947 |

16 1337 1746 2120 2583 2821

Before Affer
6l) 6 |
54 48
I Fil|
&4 i)
91 B3
23 )
50 H)
a5 53
it} il
Al Fis)
7 78
45 Al
62 Al
T4 byt
al 53
63 ()

d

L1}
£l

d”
L3
an
frd

576
36

X235

100

1K)

144

3n



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS | Before | After | 4 d*

. _ Gl A 4 L3
Example Hy: pugz =0 a =001 ol i-. .
Hy,: pg #0 (Claim) n=16 8|0 3 64

¢t = _2047 ™ 6l) 24 576

. _ _ 0o — 4 a1 85 b 36

4= [Ratlng Last] _ [Ratmg ThlS] to = 2.947 s | uh | g 54
Yeal" Year 50 ) 11} 10K

_ d 53 A3 55 1] 100

d =ZE=E= 3.3125 68 S0 | —12 144
] 75 53 3n

75 T8 =3 0

d)? 53)2 45 ) 5 25

Z(dz) T [(Zn) ] 1581 — ( 16) ] 62 5() 12 144

Sqg = — 74 83 1 36
\ n—1 \ 15 58 | s 5 25

63 ) 3| 9

~ 96797 3 =53 | 3 =158



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS
Example Hy: ug =0

a = 0.01
H,;: uz; +#0 (Claim) n=16
3 —to — —2947
d = 3.3125 Sa = 9.6797
‘ to = 2.947
The standardized test statistic is |~ =099
f = d — pg |
Sq \/H
33125 — () Lo =0.005 200 =0.005
9'6797,-’; V16 4 —a'”-.,ll —é —; ¢ r\2 B 4
~ 1.369. i |



THE t —TEST FOR THE DIFFERENCE BETWEEN MEANS

Example Hy: ug =0 a = 0.01

H,;: uz; +#0 (Claim) n=16
- —to — —2947
d = 3.3125 Sqa = 9.6797

¢ to = 2.947

Because t is not in the rejection [ -0 =0.99
region, you fail to reject the null ’
hypothesis.
There is not enough evidence at the |

a = 0.005 o = (L0035

1
1% level of significance to conclude :
that the legislator’s performance -—
rating has changed.

o



Course: Biostatistics Lecture No: [19]

Hypothesis Testing with Two Sample

Testing the Difference Between Proportions



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* In this section, you will learn how to use a z —test to test the
difference between two population proportions p; and p, using a
sample proportion from each population.

* If a claim is about two population parameters p; and p,, then some
possible pairs of null and alternative hypotheses are

Hypr = I py = pa H iy ™ P2
Hep # P Hy py =I5 Hy <y



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* These conditions are necessary to use a z —test to test such a
difference.
v' The samples are randomly selected.
v' The samples are independent.
v' The samples are large enough to use a normal sampling
distribution. That is, nyp; =5, niq; =5, nyp, =5 and

noq- > 5.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* When these conditions are met, the sampling distribution for p; — 9,
the difference between the sample proportions, is a normal

distribution with mean

and standard error

P11 n P29>
nq n;




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* Notice that you need to know the population proportions to
calculate the standard error.

* You can calculate a weighted estimate of p; and p, using

X1t+X;, Npp T+ NyPy

p_n1+n2_ ny +n,

* With the weighted estimate p, the standard error of the sampling

distribution for p; + pyis

(1 1 _ _
Op,—p, = |Pq (m + n2> where g =1—p




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Also, you need to know the population proportions to verify that the
samples are large enough to be approximated by the normal
distribution.

But when determining whether the z —test can be used for the
difference between proportions for a binomial experiment, you

should use p in place of p; and p, and use g in place of g; and g-.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

A two-sample z-test is used to test the difference between two population
proportions py and p; when these conditions are met.

1. The samples are random.

2. The samples are independent.

3. The quantities n;p. ngq. n.p. and n-g are at least 3.

The test statistic 15 p; — ;. The standardized test statistic 1s

(P — P2) — (p1 — »)

Vi, )
Pq n ' n

X1 + X
where p = at 2 and qg=1-— p.
iy T H~

r—




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Using a Two-Sample z-Test for the Difference Between Proportions
IN WORDS IN SYMBOLS

1. Verify that the samples are random

and independent. N
X
2. Find the weighted estimate of p, p= : = g=1-—p

and p,. Verify that n,p, n,q. n,p. 81
and #,qg are at least 5.

3. State the claim mathematically State I, and I1,.
and verbally. Identify the null
and alternative hypotheses.

4. Specity the level of significance. Identify a.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Determine the critical value(s).

Determine the rejection region(s).

Find the standardized test statistic

and sketch the sampling distribution.

Make a decision to reject or fail to
rcject the null hypothesis.

Interpret the decision in the context
of the original claim.

Use Table 4 in Appendix B.

_ (= p) — (P )

2
P4 ny Ry

If z 18 in the rejection region,
then reject Hjy. Otherwisce,
fail to reject H,.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example A medical research team conducted a study to test the effect of a
cholesterol reducing medication. At the end of the study, the
researchers found that of the 4700 randomly selected subjects
who took the medication, 301 died of heart disease. Of the 4300
randomly selected subjects who took a placebo, 357 died of heart
disease. At ¢ = 0.01, can you support the claim that the death
rate due to heart disease is lower for those who took the
medication than for those who took the placebo?

n, =4700  n, =4300 a=0.01
x1 — 301 xz — 357



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS
Example The death rate due to heart disease is 1y =4700 x; =301
lower for those who took the medication n, = 4300 x; = 357

than for those who took the placebo. a =001

The samples are random and independent.

The weighted estimate of p; and p, is p = = ——=~ 0.0731

q=1—p=0.9269



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example The death rate due to heart disease is 1y =4700 x; =301
lower for those who took the medication n, = 4300 x; = 357

than for those who took the placebo. p =0.0731 a =0.01
g = 0.9269
Because 1,7 = (4700)(0.0731) > 5 1
n.q = (4700)(0.9269) = 5 Hy: pi =D,
n,p = (4300)(0.0731) = 5 H,: p;<p, (Claim)
) = = = (0.0640
you can use a two-sample z —test. P1 ny 4700
X2 7
= (0.0830

Pz = T 4300



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example Hy: p1 =2p2 ny =4700 p=0.0731
Hy,: py <p; (Claim) n, = 4300 g = 0.9269

a = 0.01 p1 = 0.0640

Because the test is left-tailed and the p2 = 0.0830

level of significance is a = 0.01, the
critical value is zy, = —2.33.




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example Hy: p1 =2p2 n, = 4700

p =0.0731

Hy: py <p, (Claim) n, = 4300 g = 0.9269

a=001 p;=0.0640

The standardized test statistic is p, = 0.0830
BN ) B Ul ).

;__(1 . 1%
1@?%‘3 Fiq ﬂ-;_s)

(0.06415 — D.0830) — 0
\/ (607310, E?Zﬁﬂ}(

4700 " a-m [ z=-233
= — A 46 -




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example Ho: p12Dp2 n, =4700 p=0.0731
Hq: p1 <pz (Claim) n, = 4300 g=0.9269

a=0.01 p;=0.0640

Because z is in the rejection region, p, = 0.0830

you reject the null hypothesis.
1l — o =0.99
/

There is enough evidence at the 1% level of
significance to support the claim that the
death rate due to heart disease is lower for
those who took the medication than for -
those who took the placebo.



Course: Biostatistics Lecture No: [20]

Hypothesis Testing with Two Sample

Testing the Difference Between Proportions



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* In this section, you will learn how to use a z —test to test the
difference between two population proportions p; and p, using a
sample proportion from each population.

* If a claim is about two population parameters p; and p,, then some
possible pairs of null and alternative hypotheses are

Hypr = I py = pa H iy ™ P2
Hep # P Hy py =I5 Hy <y



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* These conditions are necessary to use a z —test to test such a
difference.
v' The samples are randomly selected.
v' The samples are independent.
v' The samples are large enough to use a normal sampling
distribution. That is, nyp; =5, niq; =5, nyp, =5 and

noq- > 5.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* When these conditions are met, the sampling distribution for p; — 9,
the difference between the sample proportions, is a normal

distribution with mean

and standard error

P11 n P29>
nq n;




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

* Notice that you need to know the population proportions to
calculate the standard error.

* You can calculate a weighted estimate of p; and p, using

X1t+X;, Npp T+ NyPy

p_n1+n2_ ny +n,

* With the weighted estimate p, the standard error of the sampling

distribution for p; — pyis

(1 1 _ _
Op,—p, = |Pq (m + n2> where g =1—p




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Also, you need to know the population proportions to verify that the
samples are large enough to be approximated by the normal
distribution.

But when determining whether the z —test can be used for the
difference between proportions for a binomial experiment, you

should use p in place of p; and p, and use g in place of g; and g-.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

A two-sample z-test is used to test the difference between two population
proportions py and p; when these conditions are met.

1. The samples are random.

2. The samples are independent.

3. The quantities n;p. ngq. n.p. and n-g are at least 3.

The test statistic 15 p; — ;. The standardized test statistic 1s

(P — P2) — (p1 — »)

Vi, )
Pq n ' n

X1 + X
where p = at 2 and qg=1-— p.
iy T H~

r—




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Using a Two-Sample z-Test for the Difference Between Proportions
IN WORDS IN SYMBOLS

1. Verify that the samples are random

and independent. N
X
2. Find the weighted estimate of p, p= : = g=1-—p

and p,. Verify that n,p, n,q. n,p. 81
and #,qg are at least 5.

3. State the claim mathematically State I, and I1,.
and verbally. Identify the null
and alternative hypotheses.

4. Specity the level of significance. Identify a.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Determine the critical value(s).

Determine the rejection region(s).

Find the standardized test statistic

and sketch the sampling distribution.

Make a decision to reject or fail to
rcject the null hypothesis.

Interpret the decision in the context
of the original claim.

Use Table 4 in Appendix B.

_ (= p) — (P )

2
P4 ny Ry

If z 18 in the rejection region,
then reject Hjy. Otherwisce,
fail to reject H,.



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example A medical research team conducted a study to test the effect of a
cholesterol reducing medication. At the end of the study, the
researchers found that of the 4700 randomly selected subjects
who took the medication, 301 died of heart disease. Of the 4300
randomly selected subjects who took a placebo, 357 died of heart
disease. At ¢ = 0.01, can you support the claim that the death
rate due to heart disease is lower for those who took the
medication than for those who took the placebo?

n, =4700  n, =4300 a=0.01
x1 — 301 xz — 357



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS
Example The death rate due to heart disease is 1y =4700 x; =301
lower for those who took the medication n, = 4300 x; = 357

than for those who took the placebo. a =001

The samples are random and independent.

The weighted estimate of p; and p, is p = = ——=~ 0.0731

q=1—p=0.9269



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example The death rate due to heart disease is 1y =4700 x; =301
lower for those who took the medication n, = 4300 x; = 357

than for those who took the placebo. p =0.0731 a =0.01
g = 0.9269
Because 1,7 = (4700)(0.0731) > 5 1
n.q = (4700)(0.9269) = 5 Hy: pi =D,
n,p = (4300)(0.0731) = 5 H,: p;<p, (Claim)
) = = = (0.0640
you can use a two-sample z —test. P1 ny 4700
X2 7
= (0.0830

Pz = T 4300



TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example Hy: p1 =2p2 ny =4700 p=0.0731
Hy,: py <p; (Claim) n, = 4300 g = 0.9269

a = 0.01 p1 = 0.0640

Because the test is left-tailed and the p2 = 0.0830

level of significance is a = 0.01, the
critical value is zy, = —2.33.




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example Hy: p1 =2p2 n, = 4700

p =0.0731

Hy: py <p, (Claim) n, = 4300 g = 0.9269

a=001 p;=0.0640

The standardized test statistic is p, = 0.0830
BN ) B Ul ).

;__(1 . 1%
1@?%‘3 Fiq ﬂ-;_s)

(0.06415 — D.0830) — 0
\/ (607310, E?Zﬁﬂ}(

4700 " a-m [ z=-233
= — A 46 -




TWO-SAMPLE z —TEST FOR THE DIFFERENCE BETWEEN PROPORTIONS

Example Ho: p12Dp2 n, =4700 p=0.0731
Hq: p1 <pz (Claim) n, = 4300 g=0.9269

a=0.01 p;=0.0640

Because z is in the rejection region, p, = 0.0830

you reject the null hypothesis.
1l — o =0.99
/

There is enough evidence at the 1% level of
significance to support the claim that the
death rate due to heart disease is lower for
those who took the medication than for -
those who took the placebo.



Course: Biostatistics Lecture No: [21]

Chi-Square Tests and the F —Distribution

Goodness-of-Fit Test



WHERE YOU'RE GOING

* In Chapter 8, you learned how to test a hypothesis that compares
two populations by basing your decisions on sample statistics and

their distributions.

* In this chapter, you will learn how to test a hypothesis that

compares three or more populations.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

 WHAT YOU SHOULD LEARN?

How to use the chi-square distribution to test whether a frequency
distribution fits an expected distribution.

 Example:

v' A tax preparation company wants to determine the proportions of
people who used different methods to prepare their taxes.

v’ Accountant, By hand, Computer software, Friend/family, Tax
preparation service.

v To determine these proportions, the company can perform a
multinomial experiment.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

* A multinomial experiment is a probability experiment consisting of a
fixed number of independent trials in which there are more than two
possible outcomes for each trial.

* The probability of each outcome is fixed, and each outcome is classified

into categories. Distribution of tax preparation methods
Accountant 24%
By hand 20%
Computer software 35%
Friend/tamily 6%

Tax preparation service 15%



THE CHI-SQUARE GOODNESS-OF-FIT TEST

 To compare the distributions, you can perform a chi-square goodness-of-
fit test.

* Definition: A chi-square goodness-of-fit test is used to test whether a
frequency distribution fits an expected distribution.

e To begin a goodness-of-fit test, you must first state a null and an
alternative hypothesis.

 Generally, the null hypothesis states that the frequency distribution fits
an expected distribution and the alternative hypothesis states that the

frequency distribution does not fit the expected distribution.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

* Back to our tax preparation company example:
The expected distribution of tax preparation methods is 24% by
accountant, 20% by hand, 35% by computer software, 6% by friend or
family, and 15% by tax preparation service. (Claim)

The distribution of tax preparation methods differs from the

expected distribution.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

* To calculate the test statistic for the chi-square goodness-of-fit test, you
can use observed frequencies and expected frequencies.

* To calculate the expected frequencies, you must assume the null
hypothesis is true.

* Definition:
The observed frequency O of a category is the frequency for the

category observed in the sample data.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Definition:
The expected frequency E of a category is the calculated frequency for

the category.

v’ Expected frequencies are found by using the expected (or

hypothesized) distribution and the sample size.

h

v' The expected frequency for the it category is E; = np; where n is

the number of trials (the sample size) and p; is the assumed

h

probability of the it category.



THE CHI-SQUARE GOODNESS-OF-FIT TEST od
N
o‘Or’e Survey results (n = 300)

Example
. Accountant 61
A tax preparation company - 5
' han :
randomly selects 300 adults Lj’ ; i
‘omputer software '
and asks them how they RIS
. Friend/family 24
prepare their taxes. The B A , i
['ax preparation service 36

results are shown at the right.
Find the observed frequency

Distribution of tax preparation methods
and the expected frequency

. . . . Accountant 24 9
(using the distribution on the o stk
YoNAanc L v
bottom corner) for each tax : .
tion method [’.mnputcr softwarc 359,

repara .
brep Friend/family 6%

Tax pr'cpﬂratimn service 15%



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example

Tax preparation

method P O E
Accountant 0.24 | 61 | (300)(0.24)=72
By hand 0.20 | 42 | (300)(0.20)=60
Computer 0.35| 112 | (300)(0.35)=105
Software

Friend Family 0.06 | 29 | (300)(0.06)=18
Tax preparation | 0.15 | 56 | (300)(0.15)=45

service

se‘\‘e?
O®° Survey results (r = 300)
Accountant 61
By hand 42
Computer software 112
Friend/lamily 24
Tax preparalion service 36

Distribution of tax preparation methods

Accountant 24%
By hand 20%
Computer softwarc 35%
Friend/family 6%

Tax preparation service 15%



THE CHI-SQUARE GOODNESS-OF-FIT TEST

To perform a chi-square goodness-of-fit test, these conditions must be
met.

v" The observed frequencies must be obtained using a random sample.
v Each expected frequency must be greater than or equal to 5.

If these conditions are met, then the sampling distribution for the test

is approximated by a chi-square distribution with k — 1 degrees of

freedom, where k is the number of categories.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

The test statistic is

-3

where O represents the observed frequency of each category and E
represents the expected frequency of each category.

When the observed frequencies closely match the expected
frequencies, the differences between O and E will be small and the chi-
square test statistic will be close to 0. As such, the null hypothesis is
unlikely to be rejected.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

* When there are large discrepancies (<5 8) between the observed
frequencies and the expected frequencies, the differences between O
and E will be large, resulting in a large chi-square test statistic.

A large chi-square test statistic is evidence for rejecting the null
hypothesis.

e So, the chi-square goodness-of-fit test is always a right-tailed test.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Performing a Chi-Square Goodness-of-Fit Test

fd
.

i

IN WORDS

Verify that the observed frequencies
were obtained from a random sample
and each expected frequency 1s at
least 3.

Identify the claim. State the null and
alternative hypotheses.

Specify the level of significance.
Identify the degrees of freedom.
Determine the critical value.

Determine the rejection region.

IN SYMBOLS

State Hy and H,,.

Identify .
df. =k — 1
Use Table 6 in Appendix B.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

7. Find the test statistic and sketch the
sampling distribution.

8. Make a decision to reject or fail to
reject the null hypothesis.

9. Interpret the decision in the context
of the original claim.

(0 - E)?
E

x°=3

If ¥~ is in the rejection
region, then reject H,,.
Otherwise, fail to reject H,,.



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example Survey results (n = 300)
: ce oy - .. Acc lanl 61
A retail trade (£ ,la3) association SRR
: . By hand 42
claims that the tax preparation & ; o
. . LOmputer sottware '
methods of adults are distributed as FLT I;”_L ; S .
. . TIET] dIMiLy
shown in the table at the bottom right. B , _
['ax preparation service 56

A tax preparation company randomly
selects 300 adults and asks them how

Distribution of tax preparation methods
they prepare their taxes. The results

] Accountant 24%
are shown in the table at the top - s
YoNAanc 24U o
corner, At a=0.01 , test the : -
Computer software 359

association’s claim. .
Friend/family 6%

Tax I_}r'CpﬂI‘HtFﬂn service 15%



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example

A retail trade (£ ,la3) association
claims that the tax preparation
methods of adults are distributed as
shown in the table at the bottom right.
A tax preparation company randomly
selects 300 adults and asks them how
they prepare their taxes. The results
are shown in the table at the top
corner, At a=0.01 , test the
association’s claim.

Tax
preparation
method

Accountant
Bv hand
Computer
soflware
Friend/

tamily

Tax

preparation
SCrVICE

Observed
frequency

]
42

112

24

Expected
frequency

T2
ol

103

15

45



THE CHI-SQUARE GOODNESS-OF-FIT TEST
Example

Hy: The expected distribution of tax
preparation methods is 24% by accountant,
20% by hand, 35% by computer software,
6% by friend or family, and 15% by tax
preparation service. (Claim)

H,: The distribution of tax preparation
methods differs from the expected
distribution.

Tax
preparation
method

Accountant
Bv hand
Computer
soltware

Friend/
family

Tax

preparation
SCrVICE

Observed
frequency
1]

42

Expected
frequency

T2
ol

103

15

45



THE CHI-SQUARE GOODNESS-OF-FIT TEST
Example

With the observed and expected frequencies,
the chi-square test statistic is

A ..;-.{(J_ sz
A T e

(61 — ?2)3_+ (42 — 60)° L (12 - 105)°
72 60 105
29 — 18)2 (56 — 45)2
o ( ): 06 )
18 45
=~ 16.958.

Tax
preparation
method
Accountant

Bv hand
Computer

sollware

Friend!
tamily

Tax

preparation
SCrVICE

Observed
frequency

]
42

112

29

Expected
frequency

72
]

103

15

45



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example The chi-square test statistic is 16.958.

* Because there are 5 categories, the

chi-square distribution has

df =k—-1=5-1=4

Rejection

region

T

degrees of freedom.

e With df.=4 and a =0.01, the

o= 0.01
i

;
Fi
&

critical value is y§ = 13.277. e, -
3 10 V15 N 20 25

-

x2=13277 1= 16958



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Degrees of ¥
freedom 0.995 0.99 0.975 0.95 0.90 0.10 0.05 0.025 0.01 0.005
1 — — 0.001 0.004 0.016 2706 3.841 5.024 6.635 /879
2 0.010 0.020 0.051 0.103 0.211 4.605 5.591 7.378 9210 10597
3 0.072 0.115 0.216 0.352 0.584 6.251 7815 9348 11345 12838
4 0.207 0.297 0.484 0.711 1.064 AL 94868 11.143  13.277 14860
5 0412 0.554 0.831 1.145 1.610 9236 11.071 12833 15086 16.750
i} 0.676 0872 1.237 1.635 2204 10645 12592 14449 16812 18548
/ (0,969 1.239 1.690 2167 2833 12007 14067 16013 18475 20278
8 1.344 1.646 2180 2733 3490 13362 15507 17535 20090 21955
9 1435 2.088 2.700 3.325 4168 14684 165219 19023 21666 23589
10 2156 2558 3.247 3.940 4865 15887 18307 20483 23209 25188
11 2.003 3053 3816 4575 L5788 12275 19675 21920 24725 26757
12 3.074 = T 4.404 5226 6304 18549 21026 23337 26217 28299
13 3.565 4.107 5.009 5892 7042 19812 22362 24736 27688 29819
14 4.075 4.660 5.629 6.571 7790 21064 23685 26119 29141 31.319



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example

e Because y? is in the rejection region,

you reject the null hypothesis.

* There is enough evidence at the 1% level
Rejection

region

of significance to reject the claim that

T

the distribution of tax preparation o=0.0]

;
Fi
&

methods and the association’s expected : i

: 0 Y15 N0 25
distribution are the same. 72213277 x%= 16958

1]




THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example

A researcher claims that the number of
different-colored candies in bags of dark
chocolate M&M'’s® is uniformly distributed. To
test this claim, you randomly select a bag that
contains 500 dark chocolate M&M’s®. The
results are shown in the table. At ¢ = 0.10,
test the researcher’s claim.

Color

Brown
Yellow
Red
Blue
Orange

(reen

Frequency, f
80)
93
88
83
76
78



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example n=500,a =0.10
Color p (0 E

Brown [1/6 | 80 | 500/6 ~ 83.33
Yelow |1/6 | 95 | 500/6 ~ 83.33
Red 1/6 | 88 |500/6 ~ 83.33
Blue 1/6 | 83 | 500/6 = 83.33
Orange |1/6 | 76 | 500/6 =~ 83.33
Green |1/6 | 78 |500/6 ~ 83.33

Color

Brown
Yellow
Red
Blue
Orange

(3reen

Frequency, f
80
93
88
83
76
78



THE CHI-SQUARE GOODNESS-OF-FIT TEST
Example n=500,a =0.10

Hy: The expected distribution of the different-colored candies
in bags of dark chocolate M&M’s® is uniform. (Claim)

H,: The distribution of the different-colored candies in bags of
dark chocolate M&M’s® is not uniform.

Because there are k = 6 categories, the chi-square distribution
hasdf.=k —1=6—1 =5 degrees of freedom.

Using d.f. = 5 and @ = 0.10, the critical value is y& = 9.236.

80
95
88
83
76
78

83.33
83.33
83.33
83.33
83.33
83.33



THE CHI-SQUARE GOODNESS-OF-FIT TEST

O | E
Example n=500,a =0.10 30 |83 33
H.: Th tribyt - - 95 83.33
o: The expected distribution of the different-colored candies 63 33
in bags of dark chocolate M&M’s® is uniform. (Claim) 22 '
H,: The distribution of the different-colored candies in bags of oy 2??’3
dark chocolate M&M’s® is not uniform. '
78 183.33
: Kejection
L region
| E:=D.l[l

1% =9.236



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example H,: The expected distribution of the
different-colored candies in bags of
dark chocolate M&M’s® is uniform.
(Claim)

H,: The distribution of the different-
colored candies in bags of dark
chocolate M&M’s® is not uniform.

Rejection
1 ol

a=0.10

-;t:-l

0,

E

(0 — E)?
E

80
95
88
83
76
78

T fail to reject the null hypothesis.

83.33
83.33
83.33
83.33
83.33
83.33

0.1330721229
1.6343321733
0.2617172687
0.0013068523
0.6447725909
0.3409204368

The chi-square test statisticis = 3.016

Because 2 is not in the rejection region, you



THE CHI-SQUARE GOODNESS-OF-FIT TEST

Example H,: The expected distribution of the
different-colored candies in bags of
dark chocolate M&M’s® is uniform.
(Claim)

H,: The distribution of the different-
colored candies in bags of dark
chocolate M&M’s® is not uniform.

Rejection
1 ol

0,

E

(0 — E)?
E

80
95
88
83
76
78

83.33
83.33
83.33
83.33
83.33
83.33

0.1330721229
1.6343321733
0.2617172687
0.0013068523
0.6447725909
0.3409204368

The chi-square test statisticis = 3.016

_— There is not enough evidence at the 10% level of
’ significance to reject the claim that the distribution

T of the different-colored candies in bags of dark

Ay =9.236 chocolate M&M’s® is uniform.



Course: Biostatistics Lecture No: [22]

Chi-Square Tests and the F —Distribution

Independence



CONTINGENCY TABLES

* You learned that two events are independent when the occurrence of one
event does not affect the probability of the occurrence of the other event.

* But, suppose a medical researcher wants to determine whether there is a
relationship between caffeine consumption (o8& Js) and heart attack risk
(Andsll L sill Hhad), Are these variables independent or are they dependent?

* |n this section, you will learn how to use the chi-square test for independence
to answer such a question.

 To perform a chi-square test for independence, you will use sample data that

are organized in a contingency table.



CONTINGENCY TABLES

e Definition
An 1r X ¢ contingency table shows the observed frequencies for two variables.
The observed frequencies are arranged in r rows and ¢ columns. The
intersection of a row and a column is called a cell.

 Example

Favorite way to eat ice cream

Gender Cup Cone Sundae Sandwich Other

Male 592 300 204 24 30
Female 410 335 180 20) 55



FINDING THE EXPECTED FREQUENCY FOR CONTINGENCY TABLE CELLS

The expected frequency for a cell E.. . in a contingency table is

_ (sum of row r)(sum of column c)

e sample size

* When you find the sum of each row and column in a contingency table, you are
calculating the marginal frequencies.

A marginal frequency is the frequency that an entire category of one of the
variables occurs.

 The observed frequencies in the interior of a contingency table are called joint

frequencies.



FINDING THE EXPECTED FREQUENCY FOR CONTINGENCY TABLE CELLS

Example
Favoritc way to cat ice cream
Find the expected frequency for :

each cell in the contingency table. |
Assume that the variables favorite Male 592 | 300 204 24 &0
way to eat ice cream and gender Female | 410 | 335 150 20 55
are independent.

Gender Cup Cone Sundae Sandwich | Other



FINDING THE EXPECTED FREQUENCY FOR CONTINGENCY TABLE CELLS

Example

Find the expected frequency for
each cell in the contingency table.
Assume that the variables favorite
way to eat ice cream and gender

are independent.
1200-1002
5300 == 340,55
_ 1200-635
22000
1200 - 354
= 209,45
2200
1200« 44
2200

|
A1

B3 =

= 346.36

12

By g

= 24

]
Lo

Favorite way to cat ice cream

Gender . Cop . Come
Male | 392 | 300

Female 410 333

Total 1002 | 635
o
10001002 _ 1 4
% = 288.64
% = 174.55

Sunduac
204
180
Jad

Fa s

sundwich (Mher  Totul
24 80 1200
20) 35 10040
44 135 2200
_ 1000 - 44 _ 9
2200
TOHY« 135
= —————— = {l.36
2200}



THE CHI-SQUARE INDEPENDENCE TEST

* After finding the expected frequencies, you can test whether the variables are
independent using a chi-square independence test.

* Definition:
A chi-square independence test is used to test the independence of two
variables. Using this test, you can determine whether the occurrence of one
variable affects the probability of the occurrence of the other variable.

* Before performing a chi-square independence test, you must verify that
v’ the observed frequencies were obtained from a random sample and

v’ each expected frequency is at least 5.



THE CHI-SQUARE INDEPENDENCE TEST

* If these conditions are met, then the sampling distribution for the test is
approximated by a chi-square distribution with
df.=0r-1)(c—-1)
degrees of freedom, where r and ¢ are the number of rows and columns,

respectively, of a contingency table.

e

where O represents the observed frequencies and E represents the expected

 The test statistic is

frequencies.



THE CHI-SQUARE INDEPENDENCE TEST

To begin the independence test, you must first state a null hypothesis and an
alternative hypothesis.

* For achi-square independence test, the null and alternative hypotheses are

H,:  The variables are independent.
H,:  Thevariables are dependent.

* Alarge chi-square test statistic is evidence for rejecting the null hypothesis.

* So, the chi-square independence test is always a right-tailed test.



THE CHI-SQUARE INDEPENDENCE TEST

Performing a Chi-Square Independence Test
IN WORDS
1. Verity that the observed frequencies

were obtained from a random sample
and each expected frequency is at least 5.

2. Identity the claim. State the null and
alternative hypotheses.

Tad

Specify the level of significance.

o

Determine the degrees of freedom.

Ln
.

Determine the critical value.

IN SYMBOLS

State H, and H,,.

Identify a.
di = (r—1})(e = 1)
Use Table 6 in Appendix B.



THE CHI-SQUARE INDEPENDENCE TEST

6. Determine the rejection region.

; ;i 3 (G o E)z
7. Find the test statistic and sketch the X ==
sampling distribution.
8. Make a decision to reject or fail to [f ¥ is in the rejection
reject the null hypothesis. region. then reject H,.

Otherwise, fail to reject H,.

9. Interpret the decision in the context
of the original claim.



THE CHI-SQUARE INDEPENDENCE TEST

Example

The  contingency  table
shows the results of a
random sample of 2200

adults classified by their
favorite way to eat ice
cream and gender. The
expected frequencies are
displayed in parentheses. At
a = 0.01, can you conclude
that the variables favorite
way to eat ice cream and
gender are related?

Gender

hMale

Female

Total

HO:

H,:

Favorite way to eat ice cream

Cup Cone Sundac  Sandwich  Other  Total
592 3000 204 24 80 1 20)()
(546.55) | (346.36)  (209.45) (24) (73.64)
410 335 L0 20 55 16300
(455.45) | (288.64) (174.35) (20) (61.36)
1002 633 384 44 135 2200
The variables favorite way to eat ice
cream and gender are independent
The variables favorite way to eat ice _
(Claim)

cream and gender are dependent



THE CHI-SQUARE INDEPENDENCE TEST

Example a = 0.01

o

592
300
204
24
il
410
335
180
20

3

E

546,55
346,360
209,45
24
T3.64
45545
2RH 604
| 74.55
20
01.36

Gender

hMale

Female

Tuotal

HO:

H,:

Favorite way to eat ice cream

Cup Cone Sundac  Sandwich  Other  Total
592 3000 204 24 80 1 20)()
(546.55) | (346.36)  (209.45) (24) (73.64)
410 335 180 20 55 16300
(455.45) | (288.64)  (174.55) 20) (61.36)
1002 633 384 44 133 2200
The variables favorite way to eat ice
cream and gender are independent
The variables favorite way to eat ice _
(Claim)

cream and gender are dependent



THE CHI-SQUARE INDEPENDENCE TEST
Example a = 0.01

o F & - F

| 502 | 54655 | 4545 |
300 | 346,36 — 46,36

204 | 209.45 —5.45
24 24 i
il 3.64 .36

410 | 45545 | —45.45
335 | 285.04 4h.356
180 | 174.55 5.45
20 20 i)
3% | 6l3% —.36



THE CHI-SQUARE INDEPENDENCE TEST
Example a = 0.01

0 E ©O-E (0-E)y

592 | 54655 4545 | 20657025
300 346360 —40.36 0 21492496
204 | 20945 —5.45 | 297025
24 24 i) N
80 | 7364 636 | 404496
410 | 45545 | —45.45 | 20657025
335 | 28864 | 4636 | 21492496
180 | 17455 545 | 297025
20 20 i) 1}
S| 6136 6,36 | 404496



THE CHI-SQUARE INDEPENDENCE TEST

Example a = 0.01

4] E ©O-FE (0-Ey

592 | 54655 | 4545 | 2065.7025
300 | 34636 | —4636 | 2149.2496
204 | 20045 —545 | 297025
24 24 0 0
bl 73,64 0,30 4434496
410 | 45545 | —45.45 | 2065.7025
335 | 28864 4636 | 2149.2496
180 | 17455 545 | 297025
20 20 0 0
55| 6136 636 | 40.4496

(0 - B

E
G, 0L
61,2052
(L1418

0
11,5493
4.5355
T446]
(L17E

{}
(L6592



THE CHI-SQUARE INDEPENDENCE TEST

Example a = 0.01

4] E ©0O-F (0-Ey

592 | 54655 4545 | 2065.7025
00 346,36 — 44,36 2149 24964
204 | 20045 | —545 | 297025
24 24 ] b
S0 Taed | 636 404496
A0 | 45545 | 4545 | 20657025
135 | 28864 | 4636 | 21492496
180 | 17455 | 545 | 297025
iy 2 ] )
55 | 6136 —636 | 40.4496

(0 - EY

I
3.7795
6.2052
(L1418

0
{15493
4,5335
7.4461
(L1702

)
(16592

]

(0 - E)?

= 23.487 The value of the test statistics



THE CHI-SQUARE INDEPENDENCE TEST

Example a = 0.01 Because d.f. =4 and a = 0.01, the critical
XZ — 23.487 value is )(g = 13.277.
df.=0r—-1)(Cc-1)
=2-1D6-1)

Because y? = 23.487 is in the rejection region,
you reject the null hypothesis.

Rejection
region

There is enough evidence at the 1% level of

significance to conclude that the variables favorite
way to eat ice cream and gender are dependent.

= 0.01

| . —
5 W \15 20 / 28
5 !

¥2=13277 x*=23.487




HOMOGENEITY OF PROPORTIONS TEST

* Another chi-square test that involves a contingency table is the homogeneity of
proportions test.

* This test is used to determine whether several proportions are equal when samples
are taken from different populations.

* Before the populations are sampled and the contingency table is made, the sample
sizes are determined.

* After randomly sampling different populations, you can test whether the proportion
of elements in a category is the same for each population using the same qguidelines

as the a chi-square independence test.



HOMOGENEITY OF PROPORTIONS TEST

* The null and alternative hypotheses are
H,: The proportions are equal.
H,: At least one of the proportions is different from the others.
* Performing a homogeneity of proportions test requires that:
v’ the observed frequencies be obtained using a random sample, and
v’ each expected frequency must be greater than or equal to 5.

* The chi-square homogeneity of proportions test is a right-tailed test.



HOMOGENEITY OF PROPORTIONS TEST

Question:

How the chi-square independence test is different from the chi-square homogeneity of

proportions test.

Answer:

Both tests are very similar, but

v' the chi-square test for independence tests whether the occurrence of one variable
affects the probability of the occurrence of another variable,

v" while the chi-square homogeneity of proportions test determines whether the
proportions for categories from a population follow the same distribution as

another population.



HOMOGENEITY OF PROPORTIONS TEST

Example

The contingency table shows the results of a random
sample of patients with obsessive-compulsive
disorder (&l (s dll @l yhaunl) after being treated
with a drug or with a placebo. At a = 0.10, perform
a homogeneity of proportions test on the claim that
the proportions of the results for drug and placebo
treatments are the same.

Treatment

Result Drug | Placebo
Improvement | 39 25
No change 54 70




HOMOGENEITY OF PROPORTIONS TEST

Example

Treatment
The contingency ’Fable shoyvs the resul.ts of a randgm Result Drug | Placebo | Total
s§mple of ﬂpatlents with obse55|ve—FompuI5|ve Improvement | 39 e ”
disorder (el Ll su il Gl ) after being treated
) i - No change 54 70 124
with a drug or with a placebo. At a = 0.10, perform
. . . Total 93 95 188
a homogeneity of proportions test on the claim that
the proportions of the results for drug and placebo (64)(93)
treatments are the same. 11~ " 188 31.66
64)(95
. . 12 — M ~ 32.34
The claim is: ’ 188
“the proportions of the results for drug and placebo )1 = (124)(93) ~ 61.34
treatments are the same”. 188
_ (124)(95)

62.66

227 188



HOMOGENEITY OF PROPORTIONS TEST

Example a = 0.10

Treatment
The claim is: Result Drug | Placebo | Total
“the proportions of the t’esults for drug and placebo Improvement | 39 55 64
treatments are the same”. No change ” 20 o
_ Total 93 95 188

H,: The proportions are equal. (Claim)
H,: At least one of the proportion is different from (64)(93)
the others. Bi1="—7gg ~ 3166

SRRCOICO B

SCDICE R

_ (124)(95)

62.66

227 188



HOMOGENEITY OF PROPORTIONS TEST

Example a = 0.10
Treatment
H,: The proportions are equal. (Claim) Result Drug | Placebo | Total
H,: At least one of the proportion is different from Improvement | 39 25 64
the others. No change 54 70 124
Total 93 95 188
(0 — E)? E =wz3166
0| E — 11 188 '
39 | 31.66 | 1.7017 = w ~ 32.34
12 188 7
25 | 32.34 | 1.6659
(124)(93)
54 | 61.34 | 0.8783 Ez1 = ——gg — ~ 6134
70 | 62.66 | 0.8598 (124)(95)
. . . 2 EZZ = = 62-66
5.1057 | Test Statisticsis y* = 5.1059 ‘ 188




HOMOGENEITY OF PROPORTIONS TEST

Example a = 0.10

Treatment
H,: The proportions are equal. (Claim) Result Drug | Placebo | Total
H,: At least one of the proportion is different from Improvement | 39 25 64
the others. Nochange | 54 70 | 124
Test Statistics is y2 = 5.1059 x5 =2.706 Total 93 95 | 188
df.=0r—-1)(c—-1)=1
(0 — E)?
0 E = "7
E
39 | 31.66 1.7017
25 | 32.34 1.6659
Degrees of o
freedom | 0.995 0.99  0.975 0.95 090  0.10 54 | 61.34 | 0.8783
I = = 0001 0004 0016  2.706 20 | 62.66 | 0.8598
2 0010 0020 0051 0103 0211 4605
3 0072 0115 0216 0352 0584 6251 5.1057




HOMOGENEITY OF PROPORTIONS TEST

Example a = 0.10

H,: The proportions are equal. (Claim)

H,: At least one of the proportion is different from

the others.

i

Reject H,

There is enough evidence at

the 10% level of significance to

reject the claim that the

proportions of the results for
drug and placebo treatments
or the same.

Treatment
Result Drug | Placebo | Total
Improvement | 39 25 64
No change 54 70 124
Total 93 95 188
T s 0 E M
T E

39 | 31.66 | 1.7017

25| 32.34 | 1.6659

54 | 61.34 | 0.8783

70 | 62.66 | 0.8598

5.1057




Course: Biostatistics Lecture No: [23]

Chi-Square Tests and the F —Distribution

Comparing Two Variances



THE F —DISTRIBUTION

* In Chapter 8, you learned how to perform hypothesis tests to compare population
means and population proportions.

* Recall from Section 8.2 that the t —test for the difference between two population
means depends on whether the population variances are equal.

* To determine whether the population variances are equal, you can perform a two-
sample F —test.

* In this section, you will learn about the F —distribution and how it can be used to

compare two variances.



THE F —DISTRIBUTION
Definition

Let s7 and 5% represent the sample variances of twe c?llﬂﬂrf:r:nt populﬂtmns
Il bath pnpulalmm arc normal and the population variances o] and 3 arc cqual,
then the mmp]_mu distribution of

18 an H-distribution.



THE F —DISTRIBUTION

Properties
Here are several propertics of the F-distribution.

1. The F-chistributicn is a tamily of curves, each ol which is deiermined by two
types of degrees ol freedom: the degrees al freedom correspanding 1o the
variance in the numerator, denoted by ddf.y, and the degrees of freedom
corresponding to the variance in the denominator, denoted by duk.;.

2. The F-distmbution is positively skewed and therefore the distribution is not
symmetric (see figure below). Aty and Aty = K

',1-1'.-” = ancd oLf =20

i K i
Aly=lhamd dle =

Alfy=3and dfiy =11




THE F —DISTRIBUTION

Properties

3. The total area under each F-distribution curve is equal to 1.
4. All values of # are preater than or equal 1o 0.
5. For sll F-distributions, the mean valoe of F is approximately equal to 1.

Important Notes

For unequal variances, designate the greater sample variance as s2.
2

So, in the sampling distribution of F = %’ the variance in the numerator is greater
2

than or equal to the variance in the denominator.
This means that F is always greater than or equal to 1.
As such, all one-tailed tests are right-tailed tests, and for all two-tailed tests, you

need only to find the right-tailed critical value.



d.f.p: a = 0.005
m":r d.f.: Degrees of freedom, numerator
denominator 1 2 3 4 5 6 7 B 9 10 12 15 20 4 30 40 60 120 oo

1 16211 20000 216815 23500 23056 23437 33715 230925 24001 24234 24476 24530 24836 24040 25044 35148 35353 25350 25465

2 1085 1990 1992 1002 10493 1993 199.4 1994 1904 190.4 199.4 190.4 190.4 1945 194.5 1995 16905 190.5 190.5
3 5555 4980 4747 4619 4539 4484 4443 4403 4388 4369 4330 4308 4278 4262 4247 423 4215 4199 4183
4 3133 HB3IB M6 2305 2246 2197 2162 135 04 2097 2070 2044 2007 2003 1989 1975 19561 1947 1932
5 2178 1831 1653 1556 14.94 1451 14.20 13.96 13.77 13.62 13.38 13.15 12.90 12.78 12.66 12.53 12.40 1227 12.14
6 18.63 1454 1292 12.03 11.46 11.07 10.79 1057 1039 1025 10.03 9.81 9.59 947 936 924 9.12 9.00 8.88
7 16.24 12.40 10.88 10.05 9.52 2.16 8.80 8.68 851 838 B.18 797 775 765 753 742 ]| LAl 708
8 1469 11.04 9.60 8.81 8.30 795 7.60 7.50 734 ey 7 6.81 6.61 6.50 6.40 6.20 6.18 6.06 5495
9 13.61 10,11 872 7.96 TAT 713 6.88 6.69 6.54 642 6.23 6.03 5.83 5.73 562 552 541 5.30 5.19
10 12.83 943 B.0B 7.34 6.87 6.54 630 6.12 5.97 385 366 547 5.27 317 507 497 486 475 464
1 12.73 B.01 760 6.88 G642 6.10 3.86 5.68 5.54 542 5.4 305 486 476 465 435 444 434 4.23
12 11.75 851 723 6.52 6.07 576 552 535 520 5.00 491 473 453 443 433 473 412 4m 390
13 11.37 B9 6.93 623 574 548 525 5.08 404 482 464 445 477 417 407 3.97 3.87 376 365
14 11.06 7.92 6.68 6.00 556 5326 503 486 472 4560 443 435 4.06 396 R e 3.66 .55 344
15 10.80 770 648 5.80 537 5.07 4.85 467 454 442 435 4.07 188 37a 368 358 348 337 L
1a 1058 7.51 6.30 564 5 4.9 4.69 452 438 437 4.10 392 373 364 354 344 333 322 n
17 10.38 735 6.16 5.50 5.07 478 4.56 4.39 435 4.14 397 379 361 351 EXE in in 310 298
18 10.22 .21 6,03 537 496 466 4.44 4.28 4.14 4.03 31.86 368 350 340 330 3.20 310 2949 287
19 10,07 7.09 5.92 527 485 456 4.34 418 4.04 3.93 176 3159 340 in in in 3.00 289 278
20 904 6.90 5.82 307 476 447 426 400 3.95 3.85 168 350 3.32 3.22 312 3.02 292 281 260
21 9.83 6.89 5.73 5.00 468 430 418 4m 3.88 3377 3.60 343 324 315 .05 295 184 273 261
22 973 6.81 565 502 461 432 4m 304 28 370 354 336 318 308 298 2.88 277 266 255
23 0.63 6.73 558 405 454 426 405 388 3.75 364 247 330 312 302 202 2.82 27 260 248
24 955 6.66 552 4.89 4.49 430 394 383 360 359 342 ki 306 297 287 77 266 255 243
25 948 6.60 546 4.54 443 415 394 378 EX 354 337 320 im 2492 282 272 261 250 238
26 2.41 6.54 541 4.79 438 410 380 373 3.60 3449 333 315 297 2.87 277 267 256 245 233
7 934 640 536 4.74 4.34 4.06 385 3.60 3.56 345 328 n 293 283 273 263 252 4 235
28 0.28 644 532 470 430 4.02 3.8 3.65 3.52 EX 325 3.07 289 279 269 259 248 237 229
29 9.23 640 5.28 466 426 398 .77 EX 348 3138 £ 3.04 2.86 276 266 256 245 233 224
30 9.18 6.35 524 462 423 305 374 358 345 134 18 am 282 273 263 252 242 2.30 218
40 B.83 6.07 408 437 3.90 3N 351 335 322 312 205 278 2,60 250 240 230 218 206 1.3
60 840 370 473 414 iTe 240 320 313 anm 290 274 257 230 229 219 208 1.96 1.83 169
120 818 554 4.50 3402 355 B EX ] 293 281 27N 254 237 214 209 1.08 1.87 1.75 1.61 143
o0 7.BB 530 478 372 335 300 290 274 262 252 2356 219 2.00 1.50 1.79 1.67 153 136 1.00




d.f.p: a = 0.01
mﬂ:r d.f.;: Degrees of freedom, numerator
denominator 1 2 3 4 5 [ 7 8 9 10 12 15 20 24 30 40 &0 120 o
1 4052 40005 5403 5625 5764 5859 5028 5083 6022 6056 6106 6157 6204 6235 6261 6287 6313 6330 6366
2 9850 9000 907 0025 9030 0033 9036 0037y 9030 0040 9042 0043 9045 9046 9047 0047 0048 0040 0050
3 3412 30.82 046  2BT 824 270 2767 2749 2735 27.23 27.05 26.87 2660 2660 2650 2641 2632 2622 2613
4 21.20 18.00 1669 1598 1552 1521 1498 1480 14.66 14.55 437 14.20 14,02 13.93 13.84 13.75 13.65 13.56 13.45
5 16.26 13.27 12.06 11.39 10.97 1067 1046 10.29 10.16 10.05 980 972 .55 947 938 929 9.20 .11 9.02
& 13.75 10.92 Q.78 915 B.75 847 8.26 8.10 798 787 772 7.56 740 71 723 714 706 697 6.88
7 1225 9.55 845 7.85 746 LA 6.99 6.84 6.72 6.62 6.47 631 6.16 6.07 504 501 582 574 565
8 11.26 8.65 7.59 7.m 6.63 637 6.18 6.03 591 581 567 552 536 518 520 5.12 503 495 486
9 10.56 8.02 6.99 642 6.06 5.80 541 547 535 5.26 51 496 481 473 4.65 457 448 4.40 431
10 10.04 7.56 6.55 5.99 5.64 5.39 5.20 5.06 4.94 485 4.7 456 441 433 4735 417 4.08 4.00 L]
1 965 N 6.22 5.67 532 5.07 489 474 463 454 440 435 4.10 402 394 386 378 3.60 3.60
12 933 6.93 5.95 541 5.06 4.82 464 450 4349 430 416 4.0 186 3.78 3.70 362 354 345 336
13| 0.07 6.70 574 5321 486 462 444 430 419 410 3.06 382 3166 359 R | 343 334 325 a7
14 B.B5 651 5.56 504 460 446 428 414 403 204 380 166 351 243 335 Eer 3.8 200 2.00
15 B.6B 6.36 5432 4.80 4.56 432 414 400 3189 ER 3167 352 3137 3.29 N 313 3.05 2,95 2.87
16 853 6.23 5.29 437 4.44 4.20 4.03 380 378 360 355 in 326 R 310 302 2903 284 275
17 BA40 6.11 318 467 4.34 4.10 393 e 3.68 350 345 i ER [ 308 3.00 202 283 275 165
18 8.20 6.01 5.09 458 435 4.0 384 EA 360 351 337 323 3.08 3.00 292 284 2.75 2.66 257
19 g.18 5.93 501 4.50 417 394 377 363 352 343 330 315 3.00 292 254 278 267 258 2449
20 8.10 5.85 494 443 4.10 387 3.70 3.56 346 337 EWE 3.09 294 2.86 278 2.69 241 252 243
Py B8.02 5.78 487 437 404 3.8 ENT) 351 340 in 117 3.03 2.88 2.80 272 264 255 246 236
22 785 572 482 43 399 376 350 345 3.35 1% 3.2 298 2.83 275 267 258 250 240 23
23 7.BB 5.66 4756 4716 304 an 354 ERCY 3.30 an .07 293 2.78 270 262 254 245 235 226
24 782 561 472 4122 390 367 350 336 326 37 3.03 280 274 266 258 249 240 an an
25 77 557 468 418 385 363 346 332 322 213 2049 285 270 262 254 245 236 227 217
26 172 553 4.64 4.14 382 359 343 339 3.18 3.0 206 281 2.66 258 250 2432 233 k] 213
27 T.68 3449 4.60 4.1 178 356 339 326 315 .06 203 278 263 255 247 238 220 220 210
28 764 545 457 4.07 375 3.53 336 323 312 303 290 275 260 252 Z44 235 226 217 206
29 7.60 542 454 4.04 373 3.50 333 3.20 3.09 3.00 287 273 257 2440 4 233 2313 214 203
30 7.56 5.39 451 4.02 .70 347 330 317 307 298 254 270 255 247 239 230 2 2 2m
40 N 5.18 43 3.83 3151 3.29 312 299 289 280 266 2532 237 219 230 n 2.02 1.92 1.80
60 7.08 498 413 365 334 332 295 282 272 263 2.50 235 2.20 212 203 1.94 1.84 1.73 1.60
120 6.85 470 305 348 317 296 279 266 256 247 234 219 203 1.95 1.86 1.76 1.66 1.53 1.38
] 6.63 461 3.78 332 3.02 2.80 154 2.51 41 232 218 204 1.58 1.79 1.70 1.59 1.47 132 1.00




d.f.p: o = 0.025
mﬂ:r d.f.;: Degrees of freedom, numerator
denominator 1 2 3 4 5 6 7 8 9 10 12 15 20 24 30 40 60 120 L]
1 6478 TOR5  BG4Z  BOG6 9218 0370 9482 0567 9633 9686 9767 9840 0030 9972 1001 1006 1010 1014 1018
2 3851 3900 3997 39325 3930 3933 3936 3937 3939 3940 3941 3943 3945 3946 3046 3947 39.48 39449 39.50
3 1744 1604 1544 1500 1488 1473 1482 1454 1447 1442 1434 14325 1407 1492 14.08 14.04 13.99 1395 13.90
4 1222 1065 9.98 9.60 936 9.20 907 898 8.90 .84 8.75 8.66 B.56 8.51 845 841 835 81 8.26
5 10.01 843 7.78 7.39 7.15 6.08 £.85 6.76 6.68 6.62 6.52 643 633 6.28 6.23 6.18 6.12 6.07 6.02
] 881 7.26 6.60 6.23 5.59 582 5.70 560 552 546 537 527 207 5.12 507 5.01 4.96 490 485
7 807 £.54 5.89 5.52 5.29 5.12 4.99 4.90 4.82 4.76 467 457 447 442 436 431 425 420 4.14
] 757 6.06 542 5.05 4.82 465 453 443 436 430 420 410 4.00 395 3.89 384 378 .73 367
9 7.21 5.71 5.08 472 4.48 432 4.20 4.10 403 3.96 3.87 377 367 3.61 3.56 3.51 345 339 333
10 6.04 5.46 4.83 447 4.24 407 3.95 3.85 378 372 362 352 342 iar in 326 3.20 314 3.08
1 6.72 5.26 463 4328 4.04 3.88 378 3.66 359 353 343 333 323 317 312 3.06 3.00 294 2.88
12 6.55 5.10 447 412 3.B9 3.73 3.61 351 344 337 3.28 R 3.07 302 296 291 285 279 72
13 641 497 435 4.00 377 360 348 339 an 3.25 315 3.05 2.05 2,80 284 278 272 266 260
14 6.30 4.8& 4.24 389 3.66 350 338 3.29 n 3.15 3.05 285 2.84 279 273 267 261 255 2449
15 6.20 477 415 3.80 358 341 329 3.20 312 3.06 2.98 2.85 276 270 2.64 2.59 252 246 240
16 6.12 469 4.08 373 3.50 334 3.22 3.12 305 299 2.89 279 268 263 257 251 245 238 232
17 6.04 462 4.01 366 344 3.28 3.18 3.06 298 292 282 2.72 262 2.56 250 244 2.38 232 235
18 5.98 456 3905 361 338 322 3.10 3.0 293 287 .17 287 2558 2.50 244 238 232 2.26 219
19 592 451 3.90 356 333 317 305 296 288 2.82 272 262 251 245 239 233 227 2.20 213
20 5.87 446 3.86 3.51 3.29 3.13 m 291 284 277 268 LT 245 24 235 229 222 216 2.09
21 5.83 442 3.82 348 335 3.09 297 287 2.80 273 2.64 253 242 237 231 225 2.18 FAN 204
22 5.79 438 378 344 3322 3.05 293 254 276 270 2.60 2.50 239 233 2327 221 214 2.08 2.00
23 5.75 435 375 341 3.18 3.02 2.90 2.8 273 267 257 247 236 230 224 218 21 204 1.97
24 5.72 432 372 338 315 299 287 278 2.70 2564 254 244 233 237 i 215 208 2.0 1.94
25 5.69 4.29 368 335 313 297 285 275 2.68 261 251 241 230 224 2.18 212 205 1.98 1.91
26 5.66 427 N 333 310 2.04 282 273 265 259 249 239 2325 222 216 209 203 1.95 1.58
27 563 4.24 3.65 33 3.08 292 2.80 27 263 257 247 236 235 219 213 207 200 193 1.85
28 5.61 422 363 3.29 .06 280 278 269 261 255 245 234 213 217 211 205 1.98 1.91 1.83
29 559 4.20 361 3.27 .04 288 278 2.67 259 253 243 233 21 215 2.09 203 1.96 1.89 1.81
30 557 4.18 359 335 3.03 287 275 265 257 251 24 ple | 220 214 207 20 1.94 187 1.79
40 542 4.05 345 3.13 2.90 274 262 2.53 245 2.39 2.20 218 207 2.01 1.94 1.28 1.80 1.72 1.64
&0 5.29 3.93 334 M 2.79 263 251 241 233 227 217 206 1.94 188 1.82 1.74 1.67 1.58 148
120 5.15 3.80 3.23 289 267 252 239 230 2.22 2186 205 1.94 1.82 1.76 1.69 1.61 1.53 143 1.31
] 5.02 369 3.12 .79 257 241 229 2.19 21 205 1.94 1.83 1.71 1.64 1.57 1.48 139 1.27 1.00




d.fp a = 0.05
mﬂ:f d.f.: Degrees of freedom, numerator
denominator 1 2 3 4 5 [ 7 8 9 10 12 15 20 24 30 40 &0 120 o
1 1614 1995 2157 22346 2302 2340 2368 2389 2405 2410 2430 2459 480 2490 2501 251.1 2522 2533 2543
2 1851 1900 1996 1925 1930 1933 1935 1937 1938 1940 1941 19.43 1945 1945 1946 1947 1948 1949 1950
3 10,13 9.55 9.28 9.12 9.01 894 8.89 B.85 B.81 B.79 .74 870 8.66 B.64 8.62 859 857 8.55 853
4 77 £.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00 596 591 5.86 5.80 577 5.75 5.72 5.69 5.66 5.63
5 6.61 579 541 5.19 5.05 4.95 4.88 482 477 474 468 462 4.56 453 4.50 448 443 4.40 4.36
6 599 5.14 476 453 439 428 421 415 4.10 4.06 4.00 3.04 3.87 ER: ER F7 374 3.70 367
7 559 474 435 412 3.97 3.87 3.79 373 368 364 357 351 3.44 341 3.38 334 330 3.27 323
8 532 4.45 407 384 369 358 3.50 344 339 335 3.28 3322 3.15 312 3.08 304 3.0 297 293
9 5.12 426 3.86 3.63 348 3.37 329 323 3.18 .14 307 3.0 204 2.90 286 2.83 279 275 271
10 406 4.10 an 348 333 3 314 3.07 3.02 2.98 29 285 .77 274 2.70 266 262 258 254
11 484 3908 359 336 3.20 .00 3.0 2495 290 285 279 272 265 261 257 253 249 245 240
12 475 380 349 326 an 3.00 2m 285 280 R75 269 262 254 251 247 243 238 234 230
13 467 381 E 318 3.03 292 283 277 27 2.67 260 253 245 242 238 234 230 225 221
14 460 374 334 in 2.96 285 276 270 265 2.60 253 2456 239 235 231 227 222 218 213
15 454 3.68 3.29 3.06 2.90 279 27 264 259 254 248 240 233 229 225 2.20 216 2n 207
16 449 363 324 3.m 285 274 266 259 254 249 242 235 228 224 219 215 211 206 20
17 445 359 3.20 2.96 281 2.70 261 255 249 245 2.38 231 2.23 219 2.15 210 206 20 1.95
18 4.41 355 ER [ 293 237 2.66 258 251 245 241 234 227 219 215 2n 206 202 1.97 192
19 4.38 352 313 2.90 274 263 254 248 242 238 231 223 2.16 21 207 203 1.98 1.93 1.88
20 435 349 310 287 2N 2.60 251 245 239 235 228 2.20 212 208 204 1.99 1.95 1.90 1.84
21 432 347 307 284 268 257 249 242 237 232 225 218 210 205 201 1.96 1.92 1.87 1.81
22 4.30 344 3.05 282 266 255 246 240 234 230 223 215 207 203 198 194 1.89 1.84 1.78
22 428 342 3.03 2.80 254 253 244 237 232 227 220 213 205 2.m 1.95 101 1.86 1.81 1.76
24 4.26 340 am 278 262 251 242 236 230 235 2.18 211 203 1.98 104 1.89 1.54 1.79 1.73
25 4.24 339 299 276 260 249 240 234 2.28 224 2.16 209 2.0 1.96 1.92 1.87 1.82 1.77 1.71
26 423 337 298 274 259 247 239 232 227 271 215 207 1.99 1.95 1.0 1.85 1.80 1.75 1.69
27 421 335 296 273 257 246 237 231 225 2.20 213 206 1.97 1.93 1.88 1.84 1.79 1.73 1.67
28 4.20 334 2495 27 256 245 2.36 229 224 219 212 204 1.96 1.91 1.87 1.82 1.77 1.71 1.65
29 418 333 293 270 2.55 243 235 228 222 2.18 210 203 1.94 1.90 1.85 1.81 1.75 1.70 1.64
30 417 332 292 269 253 242 233 227 2N 216 209 2M 1.93 1.89 1.84 1.79 174 1.68 1.62
40 408 323 284 261 245 234 235 218 212 208 2.00 1.92 1.84 1.79 1.74 1.69 164 158 1.51
&0 400 3.15 276 253 237 235 217 210 204 1.99 1.92 184 1.75 1.70 1.65 1.59 153 147 139
120 3.92 307 268 245 229 217 209 202 1.96 1.91 1.83 1.75 1.66 1.61 1.55 1.50 143 135 1.25
o0 3.84 3.00 260 237 221 2.10 2.01 1.4 1.88 1.83 1.75 1.67 1.57 1.52 146 1.39 132 1.22 1.00




d.f.p: a = 0.10

Degrees of .
freedom, d.f.y;: Degrees of freedom, numerator
denominator 1 2 3 4 5 & 7 8 9 10 12 15 20 24 30 40 &0 120 o

3g8e  49.50 53.59 55.83 57.24 5820 58.91 5044 50.86 60.19 60.71 61.22 61.74 6200 62.26 62.53 6279 63.06 6333
853 9.00 216 9.24 9.29 233 935 937 938 939 2.41 942 044 045 944 Q.47 9.47 948 949
554 546 539 534 53 528 527 5.25 5.24 523 522 520 5.18 5.18 5.7 516 515 5.4 5.13
4.54 432 419 4n 4.05 4.01 388 3.85 384 3.92 390 387 384 383 3.82 3.80 379 3.78 3.76
4.06 378 .62 352 245 340 3.37 334 332 2.30 337 324 3.21 219 207 ER L 3.4 312 210
378 346 3.20 318 in 3.05 am 298 2.95 204 290 287 284 2.82 2.80 2.78 2.76 274 272
3549 326 307 2.96 2.88 283 278 275 2.72 .70 267 243 259 2.58 2.56 2.54 251 249 247
346 in 292 2.81 73 267 262 259 2.56 254 2.50 2448 242 240 238 236 234 232 229
336 3.0 281 2.69 261 255 251 247 244 242 238 234 230 228 2.25 223 221 2.18 218
3.29 292 273 261 252 245 241 238 235 232 228 2.24 2.20 218 216 213 2n 208 206
323 286 2.66 254 245 239 234 230 227 2.25 221 207 212 2.10 2.08 205 203 200 197
3.8 281 261 248 239 233 228 224 2.2 2|.'|‘='|I 215 2.10 206 204 20 1.89 1.96 1.93 1.90
a4 2.78 256 243 235 2.28 223 220 216 214 210 205 20 1.98 1.86 1.83 1.90 1.88 1.85
310 2.73 252 239 23 224 2.19 215 212 210 2105 2m 1.96 1.94 1.91 1.89 1.86 1.83 1.80
3407 2.70 2449 236 227 2.2 216 212 209 2.06 202 1.97 1.92 1.90 1.87 1.85 1.82 1.79 1.76
3.05 267 248 233 224 218 213 2.09 206 203 1.89 194 1.89 1.87 1.84 1.81 1.78 1.75 1.72
3.02 264 244 231 222 2.15 2.10 2.06 203 2.00 1.95 1.91 1.86 1.54 1.81 1.78 1.75 1.72 169
£ 262 242 229 2.0 213 208 2.04 200 1.98 1.83 1.89 1.84 1.31 1.78 1.75 1.72 1.69 1.66
2.89 261 240 227 218 211 2.06 202 1.98 1.96 1.81 1.85 1.81 1.79 1.76 1.73 1.70 1.67 1563

c R SR rECORNCEomNO L AW~

20 287 259 238 225 2.16 209 2.04 2,00 1.96 1.94 1.89 1.84 1.79 1.77 1.74 1.71 1.68 164 1.61
21 2.96 257 236 223 2.14 208 202 1.98 1.95 1.92 1.87 1.83 1.78 1.75 1.72 1.69 1.66 1.62 1.59
22 295 256 235 2.2 213 2.06 2m 1.97 193 1.90 1.86 1.81 1.76 1.73 1.70 1.67 1.64 1.60 157
23 284 255 234 2 FAR 205 1.99 1.85 1.92 1.589 1.534 1.80 1.74 1.72 1.69 1.66 1.62 1.59 1.55
24 2493 254 233 2.19 210 204 1.88 1.54 1.91 1.88 1.83 1.78 1.73 1.70 1567 1.64 1.61 1.57 153
25 292 253 232 218 209 202 1.97 1.93 1.89 1.87 1.82 1.77 1.72 1.69 1.66 1.63 1.59 1.56 1.52
26 201 252 231 217 2.08 20 1.96 1.92 1.B8 1.86 1.81 1.76 1.71 1.68 1.65 1.61 158 1.54 1.50
27 2.90 251 230 217 207 200 1.95 1.91 1.87 1.85 1.80 1.75 1.70 1.67 1.64 1.60 157 1.53 1.49
28 289 250 229 216 2.06 200 1.94 1.90 1.87 1.84 1.79 1.74 1.69 1.66 1.63 1.59 156 152 1.48
29 289 250 228 2.15 2.06 1.99 1.93 1.89 1.86 1.83 1.78 1.73 1.68 1.65 1.62 1.58 155 1.51 147
30 288 249 228 214 205 1.98 1.83 1.88 1.85 1.82 1.77 1.72 1.67 1.64 181 157 154 150 1.46
40 2.84 244 223 2.09 2.00 1.93 1.87 1.83 1.79 1.76 1.1 1.66 1.61 1.57 1.54 1.51 1.47 1.42 1.38
a0 279 239 2.18 204 1.95 1.87 1.82 1.77 1.74 1.1 1.66 1.60 1.54 1.51 1.48 144 1.40 135 1.29
120 275 235 213 1.99 1.80 1.82 1.77 1.72 1.68 1.65 1.60 1.55 1.48 1.45 1.41 1.37 132 1.26 1.19

] 2.7 230 208 1.94 1.85 1.77 1.72 1.67 1.63 1.60 155 1.49 142 138 134 130 1.24 1.7 1.00




THE F —DISTRIBUTION

Finding Critical Values for the F-Distribution

1. Specily the level of significance .

2. Determine the degrees of freedom for the numerator d.f.y.
3. Determine the degrees of freedom for the denominator d.f.p,.

4. Use Table 7 in Appendix B to find the critical value. When the hypothesis
test 1s

a. one-tailed. use the a F-table.
b. two-tailed, use the 5a F-table.

Note that because F is always greater than or equal to 1, all one-tailed
tests are right-tailed tests. For two-tailed tests, vou need only to find the
right-tailed critical value.



THE F —DISTRIBUTION

Example Find the critical F —value for a right-tailed test when a = 0.10, d.f.\y = 5, and

d.f.D = 28.
F, = 2.06
d.f.p: @ =0.10
ﬁfi:ﬂ;ﬂf d.f.,;: Degrees of freedom, numerator
denominator 1 2 3 4 5 6 7 8
1 3986 4950 5359 5583 5724 5820 5891 5944
2 8.53 9.00 9.16 9,24 G.29 9,33 9.35 9.37
26 2.91 2.52 2.31 217 2.08 2.01 1.96 1.62
27 2.90 2.51 2.30 217 2.07 2.00 1.5 1.91
28 289 250 229 216 200 194 1.90
29 2.89 2.50 2.28 215 2.06 1.99 1.93 1.89
30 2.88 2.49 2.28 2.14 2.05 1.88 1.83 1.88




THE F —DISTRIBUTION

Example Find the critical F —value for a two-tailed test when a = 0.05, d.f.\y = 4, and

dfp=8.

1
= —(0.05) = 0.025
2% = 5(005)

d.f.g:
Degrees of
freedom,
denominator

O B0~ O LB k) —

« = 0.025

d.f.,: Degrees of freedom, numerator

1 2 3 4 S5 6
647.8 7995 8642 8996 921.8 937.1

3851 39.00 3917 3925 3930 3933
17.44 16.04 1544 1510 1488 14.73
1222 1065 998 960 936 920
1001 843 776 739 715 698

881 726 660 623 599 582

807 654 589 552 529 512

757 606 542 482  4.65

7.21 5.71 508 472 448 432

7 8

948.2 956.7
3936 39.37
1462 14.54
9.07 898
685 676
570 560
499 490
453 443
420 4.0



THE TWO-SAMPLE F —TEST FOR VARIANCES

A two-sample F-test is used to compare two population variances of and o5.
To perform this test, these conditions must be met.
1. The samples must be random.

2. The samples must be mdependent.
3. Each population must have a normal distribution.

The test statistic 1s

where s7 and s5 represent the sample variances with s; = s3. The numerator has
diyn=n; — 1 degrees of freedom and the denominator has de =1y = 1

degrees of freedom, where n, is the size of the sample having variance s7 and 1,

is the size of the sample having variance s3.



THE TWO-SAMPLE F —TEST FOR VARIANCES

Using a Two-Sample F-Test to Compare of and o3
IN WORDS IN SYMBOLS
1. Verily that the samples are random

and independent, and the populations
have normal distributions.

2. Identify the claim. State the null and State H, and H,.
alternative hypotheses.

3. Specify the level of significance. ldentily a.

4. Identify the degrees of freedom diy=n —1

for the numerator and the denominator. difp =n, — 1



THE TWO-SAMPLE F —TEST FOR VARIANCES

i

Determine the critical value.

Determine the rejection region.
Find the test statistic and sketch
the sampling distribution.

Make a decision to reject or fail
to reject the null hypothesis.

Interpret the decision in the context
of the original claim,

Use Table 7 n
Appendix B.

If F 1s in the rejection
region, then reject H,.
Otherwise, fail to
reject H,.



THE TWO-SAMPLE F —TEST FOR VARIANCES

Example A restaurant manager is designing a system that is intended to decrease the
variance of the time customers wait before their meals are served. Under the
old system, a random sample of 10 customers had a variance of 400. Under
the new system, a random sample of 21 customers had a variance of 256. At
a = 0.10, is there enough evidence to convince the manager to switch to the
new system? Assume both populations are normally distributed.

Old System | New System
Sample Size 10 21
Variance 400 256




THE TWO-SAMPLE F —TEST FOR VARIANCES

Example A restaurant manager is designing a system that is intended to decrease the
variance of the time customers wait before their meals are served. Under the
old system, a random sample of 10 customers had a variance of 400. Under
the new system, a random sample of 21 customers had a variance of 256. At
a = 0.10, is there enough evidence to convince the manager to switch to the
new system? Assume both populations are normally distributed.

Old System | New System

Sample Size | n; = 10 n, =21

Variance | s =400 | s = 256

. 2 2
Hy: oy <0y

H,: of>o0f (Claim)



THE TWO-SAMPLE F —TEST FOR VARIANCES

Example «a = 0.10 | Old System | New System Hy: of < of
Sample Size | n, = 10 n, =21 H,: 012 > 022 (Claim)
Variance | s =400 | sZ = 256

dfiy=n,—-1=9 The critical value is Fy = 1.96
dfp=n,—1=20

o st 400
The test statisticsis F = > = ~ 1.56
2

S 256
o = 0.10

I fa o=

Fy=1.96



THE TWO-SAMPLE F —TEST FOR VARIANCES

Example

a = 0.10

Because F is not in the rejection region, you fail to
reject the null hypothesis.

There is not enough evidence at the 10% level of

significance to convince the manager to switch to
the new system.

Old System | New System Hy:
Sample Size | n, = 10 n, =21 H,:
Variance | s =400 | sZ = 256

of < o2

of >

o3

(Claim)
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